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Datacenter emissions need to be curtailed

ACM TechBrief - Computing and Climate Change ‘21

40% of server emissions are storage
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FairyWREN: Enabling Sustainable Caching

1) Find that current flash caches have unnecessarily high emissions:

- Cannot leverage longer lifetimes on denser flash
- Or rely on too much DRAM
2) Describe Write-Read-Erase iNterfaces enable controlling all writes
3) FairyWREN leverages WREN to lowers writes by nest packing
4) Reduce writes 12.5x over prior flash caches

5) Enables low-DRAM, long lifetime, dense flash caching to achieve:

33% reduction in flash emissions
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Flash cache emissions are mostly embodied

Operational Emissions Embodied Emissions

Emissions from running the datacenter Emissions from manufacturing,
transportation, raw materials, HW disposal
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Flash cache emissions are mostly embodied

Embodied Emissions

Emissions from manufacturing,
transportation, raw materials, HW disposal

;>

Projected to be 82% of emissions

Chasing Carbon - Gupta HPCA 2021

61% of datacenter embodied emissions are storage

Carnegie Mellon GreenSKU - Wang ISCA ‘24
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Flash caching: Need low DRAM overhead

Mﬁ@

DRAM 12xless embodied emissions per bit Flash
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Flash caching: Need low DRAM overhead

mﬁ@

DRAM 12xless embodied emissions per bit Flash

30 bits / object metadata overhead
Flashield (Eisenman NSDI ’19)

2 TB flash cache = 75 GB memory overhead
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Flash caching: Need low DRAM overhead

mﬁ@

DRAM 12xless embodied emissions per bit Flash

30 bits / object metadata overhead
Flashield (Eisenman NSDI ’19)

2 TB flash cache = 75 GB memory overhead

Sustainable flash cache constraints:
1) Need a low DRAM overhead solution
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Caching on flash — Write constraint

Flash has limited write endurance before wearout

| Capacity |
Write Rate = ——— X Write Endurance
Desired Lifetime
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Caching on flash — Write constraint

Flash has limited write endurance before wearout

| Capacity |
Write Rate = ——— X Write Endurance
Desired Lifetime
| 2 1B |
Write Rate = X 3000 writes/cell
3 years

Carnegie Mellon

Parallel Data Laboratory

http://www.pdl.cmu.edu/ 6 Sara McAllister © July 2024


http://www.pdl.cmu.edu

Caching on flash — Write constraint

Flash has limited write endurance before wearout

| Capacity |
Write Rate = ——— X Write Endurance
Desired Lifetime
2 1B |
Write Rate = X 3000 writes/cell
3 years
~ 63 MB/s

Strategies to lower emissions will lower write rate
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Longer Lifetimes — More Write Constrained

Longer device lifetimes amortize embodied emissions

3 years

| ayears

| by
oy
—

6 years

9 years

Deployment Time
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Longer Lifetimes — More Write Constrained

Longer device lifetimes amortize embodied emissions

<RACEICI 63 MB/s

6 years 31.5 MB/s

9 years 21 MB/s

Deployment Time
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Denser Flash — More Write Constrained

| ess HW lowers embodied emissions

100000
5 Available
o 75000 20% of TLC writes
D
S 50000 | Future
9 10% of TLC writes
g 25000 Today l l
0
SLC MLC TLC QLC PLC
Cell Type
Carnegie Mellon |
Parallel Data Laboratory https://blocksandfiles.com/2019/08/07/penta-level-cell-flash/, WOM-v Codes (Jaffer FAST '22 )
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Denser Flash — More Write Constrained

Carnegie Mellon

Parallel Data Laboratory

| ess HW lowers embodied emissions

100000
3 Available
o 75000 20% of TLC writes
O
(C,?-J 50000 | Future
C 10% of TLC writes
£ 25000 .
< Too few writes for
0 current flash caches

like Kangaroo
McAllister SOSP ‘21

Cell Type

https://blocksandfiles.com/2019/08/07/penta-level-cell-flash/, WOM-v Codes (Jaffer FAST 22 )
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Denser Flash — More Write Constrained

| ess HW lowers embodied emissions
100000

Available

o

o 75000 20% of TLC writes

O

Q. 50000 | Future

C 10% of TLC writes

£ 5

= 22000 Too few writes for
0 current flash caches

like Kangaroo
McAllister SOSP ‘21

Sustainable flash cache constraints:
1) Need a low DRAM overhead solution
2) Need low writes to achieve extended lifetime on dense flash

Carnegie Mellon | |
Parallel Data Laboratory https://blocksandfiles.com/2019/08/07/penta-level-cell-flash/, WOM-v Codes (Jaffer FAST '22 )
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L ogical-Block-Addressable Devices (LBAD)

i Wﬁ‘,e hashing creating random writes

Erase Unit

Logical

Physical
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L BAD devices require device GC

Low DRAM caches use hashing creating random writes

T
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L BAD devices require device GC

Low DRAM caches use hashing creating random writes

N

Garbage Collection

Logical

Physical
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L BAD devices require device GC

Low DRAM caches use hashing creating random writes
i Caching caused logic flush

Logical

Physical Forced rewrite even though just garbage collected

\//

Garbage Collection
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L BAD devices require device GC

Low DRAM caches use hashing creating random writes
i Caching caused logic flush

AT

Physical Forced rewrite even though just garbage collected

\//V

Garbage Collection

Logical

Carnegie Mellon LBAD does not allow the cache to control all of the writes

Parallel Data Laboratory
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L BAD devices require device GC

Low DRAM caches use hashing creating random writes
i Caching caused logic flush

AT

Physical Forced rewrite even though just garbage collected

\/

Garbage collection is an opportunity for free cache logic

Logical

Carnegie Mellon LBAD does not allow the cache to control all of the writes
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Write-Read-Erase iNterfaces (WREN)

i Sequential write to erase unit

Physical

Erase Unit

Carnegie Mellon
Parallel Data Laboratory
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Write-Read-Erase iNterfaces (WREN)

i Sequential write to erase unit Cache erases to reclaim space

(T f00 - (T

Logical
Physical
Erase Unit
Carnegie Mellon
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Write-Read-Erase iNterfaces (WREN)

i Sequential write to erase unit Cache erases to reclaim space

(T f00 - (T

Logical
Physical
Erase Unit
WREN Interfaces (ZNS, FDP) allow caches to control all writes
Carnegie Mellon
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FairyWREN: Leveraging control over erases

Logical Implementation

Large Object Cache

Log-Structured Cache

%Y Segment

s | QL

L Sliced Log-Structured Cache
Small Object Cache ” % CE

2 | | Hot-Cold Sets |:| | L_ |:|

u;. — Sliced Log-Structured Store

Small object cache is main source of writes, based on Kangaroo

Carnegie Mellon McAllister SOSP ‘21
Parallel Data Laboratory
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FairyWREN: Leveraging control over erases

Small Object Cache

Hot-Cold Sets

Small object cache is main source of writes, based on Kangaroo

Carnegie Mellon McAllister SOSP ‘21
Parallel Data Laboratory
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Nest packing: Combining GC and Eviction

Cache Logic

Garbage Collection

| Victim EU E E E
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Nest packing: Combining GC and Eviction

Cache Logic | Victim Set

=
Garbage Collection
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Nest packing: Combining GC and Eviction

Cache Logic | Victim Set

Teadhl,

Garbage Collection
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Nest packing: Combining GC and Eviction

Cache Logic Victim Set
rite
Eg.r

Garbage Collection c Free EU
G Erase.

FWLog

Nest packing reduces writes by 3.7x
Carnegie Mellon

Parallel Data Laboratory
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Other contributions in FairyWREN

Lo ical Implementation

- Write improvement of large-small object

S separation
= Log Structured Cache
- - Hot-cold separation within sets
O Segment
- - @ 3.4x write reduction
O
g 4w “_IEIEI - Sliced log design leveraging double buffering
| B _ _
8.3 bits/object memory overhead
Carnegie Mellon

Parallel Data Laboratory
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FairyWWREN cuts writes by 12.5x

120 -
100 -
80 -

60 -

Write Rate (MB/s)

40 1

20 -

0 . . . . .
0.0 0.5 1.0 1.5 2.0 2.5

Days
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FairyWWREN cuts writes by 12.5x

120

100

30

—— FairyWREN
60 n

12.5x reduction — Kangaroo

NIRRT IR

OJ\ANLA_/\J\/\—NWJU\_ALJ\_NV\_/\J\_MLJ\ NLA ULJL/LJLA—-—V L JIA LA AN N

0.0 0.5 1.0 1.5 2.0 2.5

Write Rate (MB/s)

40
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Need low-memory, low-write cache

Caching server emissions for 6 year lifetime, 30% miss ratio target on a Twitter trace

Minimum Writes ' - CPU

Fairy WREN &€ WS DRAM
, Flash

McAllister SOSP 21
Flashiel i
Eisenma?iSlIDIe‘g @
0 5 10 15 20 25 30 35
Emissions (kg CO, / year)

Carnegie Mellon
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Need low-memory, low-write cache

Caching server emissions for 6 year lifetime, 30% miss ratio target on a Twitter trace

Minimum Writes 1 9% P'C % CPU
FairyWREN%‘ Embcﬁ Y W DRAM

Operational Flash

McAllister SOSP ‘21 |
Flashiel _
Eisenma?ﬁSllDle‘g @
0 5 10 15 20 25 30 35
Emissions (kg CO, / year)

Minimum Writes ( ): No write amplification, no DRAM overhead
Carnegie Mellon

Parallel Data Laboratory
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Need low-memory, low-write cache

Caching server emissions for 6 year lifetime, 30% miss ratio target on a Twitter trace

Minimum Writes 1 9% P'C % CPU

FairyWREN%‘ WS DRAM
Flash

N\

McAllister SOSP ‘21

Festies §F 2NN, r.c
S

; .

NN

10 15 20 25 30 35
Emissions (kg CO, / year)
Flashield (§)): No write amplification, too much DRAM

Carnegie Mellon
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Need low-memory, low-write cache

Caching server emissions for 6 year lifetime, 30% miss ratio target on a Twitter trace

Minimum Writes 1 9% P'C % CPU
FairyWREN%l WS DRAM

lash
Kangaroo 13\ - % TLC % F

McAllister SOSP ‘21

Pt ©7 70NN, .o
D

; .

N\

NN

10 15 20 25 30 35
Emissions (kg CO, / year)

Kangaroo (* ): Too many writes with sustainable flash trends
Carnegie Mellon
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FairyWREN: 33% reduction in flash emissions

Caching server emissions for 6 year lifetime, 30% miss ratio target on a Twitter trace

Minimum Writes 1 7% P.C 7 CPU
FairyWREN? 7 Qc 7 N DRAV
) ' Flash

Kangaroo E\ - % TLC %

McAllister SOSP 21
- %
. Fashieid €)Y, .o
0 5 10 15 20 25 30 35
Emissions (kg CO, / year)
Through leveraging new interfaces to reduce writes

Carnegie Mellon

Parallel Data Laboratory
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FairyWREN: Enabling Sustainable Caching

1) Find that current flash caches have unnecessarily high emissions:

- Cannot leverage longer lifetimes on denser flash
- Or rely on too much DRAM
2) Describe Write-Read-Erase iNterfaces enable controlling all writes
3) FairyWREN leverages WREN to lowers writes by nest packing
4) Reduce writes 12.5x over prior flash caches

5) Enables low-DRAM, long lifetime, dense flash caching to achieve:

33% reduction in flash emissions
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