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Abstract

Datacenters are projected to account for 33% of the global carbon emis-
sions by 2050. As datacenters increasingly rely on renewable energy for power,
the majority of datacenter emissions will be embodied — emissions from life-
cycle stages including acquiring raw materials, manufacturing, transportation,
and disposal. To reach the ambitious emission reduction goals set by both
companies and governments, datacenters need to reduce emissions throughout
their operations, including (and particularly relevant for this thesis) the stor-
age system. Unfortunately, while data storage and retrieval systems are large
contributors to embodied emissions, reducing their embodied emissions have
largely been overlooked.

This dissertation addresses how to reduce emissions in data retrieval for
large-scale storage systems. These storage systems can reduce their carbon
footprint by enabling storage devices to have longer lifetimes and use denser
media. However, storage hardware’s IO limits combined with software’s un-
necessary additional 10 often severely restrict emission reductions, or at worse
cause increased emissions. Thus, this thesis focuses on reducing 1O in several
parts of the storage stack to enable efficient and sustainable data retrieval.

First, this dissertation addresses the sustainability of flash caching, a criti-
cal layer in datacenter storage systems that is limited by flash write endurance.
This improvement results from two caching systems: Kangaroo and Fairy-
WREN. Together, these caches dramatically reduce writes by over 28x, al-
lowing flash devices to use denser flash for longer lifetimes, ultimately reduc-
ing emissions. Then, this thesis enables more sustainable bulk storage, where
bandwidth limitations prevent deployment of denser HDDs. Declarative 10,
a new interface for distributed storage, empowers the storage system to elim-
inate duplicate 10 accesses in maintenance tasks through exposing the time-
and order-flexibility in maintenance tasks. This work enables deployment of
larger HDDs, further reducing emissions from storage systems.
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Chapter 1

Introduction

“Given the advancements in system energy efficiency and the increasing use of
renewable energy, most carbon emissions now come from infrastructure and the
hardware.”

Udit Gupta et al. [122]

ATACENTER CARBON EMISSIONS are on par with the aviation industry [155], and
D growing. In the next decade, datacenters will account for over 20% of the world’s
carbon emissions [138]. By 2050, datacenters may account for up to 33% of the world’s
carbon emissions [155]. To avoid this outcome, datacenters need to be more sustainable.

Both companies and governments are pushing to reduce datacenter emissions. In the
next few decades, many companies — including Amazon [6|, Google [13], Meta [34], and
Microsoft [186] — want to achieve Net Zero, i.e., greenhouse gas emissions close to zero.
Global government regulations are also requiring emissions reductions across industries,
such as the EU’s Fit for 55 which aims for a 55% reduction in EU emissions by 2030 and
climate-neutrality by 2050 [189).

Most emissions reduction efforts are focused on reducing datacenter energy usage and
its carbon footprint. Many datacenters are adopting renewable energy sources such as
solar and wind [34, 122, 173, 186]. Google, AWS, and Microsoft are expected to complete
their renewable-energy transition by 2030 [91, 139, 165]. However, this switch in energy
source does not reduce datacenters’ embodied emissions, the emissions produced by the
manufacture, transport, and disposal of datacenter components. Embodied emissions will
account for more than 80% of datacenter emissions once datacenters move to renewable
energy [122]. To continue reducing datacenters’ carbon footprint, datacenters’ embodied
emissions need to be reduced.

Why focus on storage? Existing work focuses primarily on reducing emissions of general-
purpose compute |39, 73, 122, 123, 230, 241, 248, 251|. This focus will reduce a datacenter’s
energy usage or operational emissions, but it fails to account for storage emissions. Re-
searchers and practitioners have frequently considered storage a less important source of
emissions. This could not be further from the truth.

Storage comprises a sizable portion of both operational and embodied carbon emissions
in hyperscale datacenters. For instance, Azure’s storage-related emissions — including



storage racks and local storage devices — make up 33% of operational and 61% of embodied
emissions [180, 251]. Storage racks alone account for 24% of operational and 45% of
embodied emissions [251]. Thus, as datacenters continue to target compute emissions
and deploy renewable energy, storage will dominate overall datacenter emissions due to
storage’s embodied emissions.

How can we reduce storage systems emissions? Unfortunately, we cannot just use
optimizations on compute emissions for storage, because storage has fundamentally dif-
ferent constraints, such as ensuring data durability and availability. While the high-level
techniques — including reducing power consumption, shifting power consumption to re-
gions and times where renewable energy is available |14, 39, 55, 207, 230, 255], using fewer
devices [81, 98, 99, 117, 223], and extending device lifetime [174, 241, 248, 249, 250] — still
apply to storage, they face different challenges and tradeoffs.

One primary difference is that storage has much higher embodied emissions than op-
erational emissions. Unlike compute, to reduce storage emissions, we need to focus on
reducing embodied emissions. There are two main strategies to reduce embodied emis-
sions: (1) extend the lifetime of devices and (2) reduce the quantity of hardware, which in
storage means using more dense storage technology to store the same amount of data with
fewer devices.

Storage emissions face an IO bottleneck. These emission-reduction strategies are not
without trade-offs. Most importantly and the focus of this thesis, these emission-reduction
strategies, for both flash and hard drive systems, reduce 10. For flash devices, the 10
bottleneck is writes. Flash wears out with each write, and eventually it becomes unusable.
Thus, writes limit the lifetime of flash devices. This limitation is more restrictive for denser
flash devices. Hard disk drives (HDDs) have a slightly different IO bottleneck — while they
are becoming denser, they do not have more IO-per-second available. Thus, these HDDs
are increasingly [O-bottlenecked, requiring more devices to achieve the same number of
reads and writes per stored bit — negating any emissions benefit of denser devices.

To reduce storage emissions, we need to reduce 10. How can we reduce 10 while main-
taining the performance of our storage system? This dissertation shows that redesigning
storage software to reduce IO is possible. We accomplish this IO reduction through in-
creasing the utility of each IO to the device, e.g. having each read or write fulfill multiple
objectives. Unfortunately, many of these optimizations are limited today by the 1O in-
terfaces — both at the device level and the distributed storage system level. Therefore,
this dissertation considers what new interfaces are needed to support sustainable storage
systems. More specifically, this dissertation demonstrates that:

Thesis Statement: Reducing 10, through increasing the utility of each read and write
and developing more expressive and symbiotic interfaces, enables more sustainable storage
systems in datacenters.

To support this statement, this dissertation first demonstrates that storage is essential
to datacenter sustainability and that IO limits storage sustainability for both flash and hard
disk drives (Ch. 3). Then, we introduce the flash cache, Kangaroo, which shows that we
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can increase write utility in flash caches through leveraging hash collisions, reduces writes
without sacrificing miss ratio (Ch. 4). Next, we discuss the flash cache, FairyWREN, which
illustrates that to further reduce writes, we need to change the interface to flash devices
and build a cache to leverage those changes (Ch. 5). Together, Kangaroo and FairyWREN
enable flash caches with half of the emissions compared to prior work. Finally, we show
that the same principles of increasing 1O utility through better interfaces can be applied
to distributed storage systems with Declarative IO, which enables expressing flexibility to
reduce 10 from maintenance tasks (Ch. 6).

1.1 Overview of Contributions

The insights and contributions of this dissertation are summarized below.

1.1.1 Storage emissions (Ch. 3): What they are and how to reduce
them

We identify storage as a necessary target for emissions reductions and break down both
operational and embodied emissions in Azure’s storage, showing the impact of both SSD
and HDD storage servers. We then discuss how IO is a major limitation for both SSDs
and HDDs.

1.1.2 Kangaroo (Ch. 4): Caching Billions of Tiny Objects in Flash

Social networks, microblogs, and emerging sensing applications in the Internet of Things
(IoT) need to access tiny objects such as graph edges, text, and metadata. However,
tiny objects are uniquely challenging for flash caches, because the objects are orders-of-
magnitude smaller than the write size of flash, causing either write endurance problems or
requiring unreasonable memory overheads.

Prior flash caches. Existing cache designs either require too many writes or too much
memory. Log-structured caches [105] minimize writes by storing all objects sequentially,
achieving close to the minimum writes. Unfortunately, these caches need a full index to
quickly find objects, which, even when highly optimized, requires too much DRAM to be
sustainable. Set-associative caches [60] minimize DRAM indexing by mapping objects to
fixed size locations, “sets”, on flash using a hash of the object’s key. However, set-associative
caches suffer from too many writes: they have to write 4 KB for every 100 byte object,
causing a write amplification of 40x. These additional writes lead to early wear-out due to
flash’s limited write endurance.

Kangaroo [178, 179]. To optimize both writes and DRAM usage, we developed a hybrid
flash cache called Kangaroo that combines prior designs to get the best of both worlds.
Kangaroo’s main insight is that a small log-structured cache (KLog) minimizes write am-
plification by amortizing set writes in a large set-associative cache (KSets) over multiple
objects. Kangaroo first writes to KLog, taking advantage of its low write amplification.



Once KLog fills, Kangaroo flushes each object in a log segment to the set in KSets corre-
sponding to the key’s hashed value along with all other objects in KLog that map to the
same set. Essentially, Kangaroo reduces writes by creating hash collisions. Since Kanga-
roo is a cache, if there are not enough collisions for a set, objects are evicted. Kangaroo’s
design has a very low memory overhead of 7.0 bits/obj, a 4.3x improvement over prior
work.

Thus, Kangaroo has both low memory overhead and low write amplification, unlike
prior systems. Avoiding both of these pitfalls causes Kangaroo to have 29% fewer misses
under realistic workloads. The deployment of Kangaroo on production servers at Meta
showed a 38% reduction in writes compared to their production tiny-object cache.

1.1.3 FairyWREN (Ch. 5): A Sustainable Cache with Write-Read-
Erase Flash Interfaces

While Kangaroo greatly reduces writes without a large memory overhead, long-lived and
dense flash requires further write reductions. Unfortunately, Kangaroo cannot address
the main remaining source of writes: rewrites inside the flash device. Theses writes exist
because flash’s current interface, Logical-Block-Addressable Devices (LBAD), allows 4 KB
writes even though flash’s erase granularity is closer to a gigabyte (flash must erase before
overwriting data). This mismatch requires the device to reclaim space through garbage
collection. Garbage collection leads to uncontrollable writes, particularly bad in caches
where every write is a decision on whether to keep objects or evict them.

Flash interfaces. New emerging flash SSD interfaces, such as ZNS [66] and FDP [44],
allow closer integration of host-level software and flash management. Importantly, these
interfaces expose erase operations. We introduce Write-Read-Erase iNterfaces (WREN), an
interface categorization that captures the necessary operations for sustainable flash caches.
However, WREN does not immediately reduce writes — it only gives the cache control of
all writes.

FairyWREN [177, 181]. FairyWREN combines previously device-controlled garbage col-
lection and the caching logic in Kangaroo into one operation called nesting, reducing writes.
With several other optimizations, FairyWREN decreases writes 12.5x over Kangaroo. This
write reduction translates to a 33% decrease in flash emissions over Kangaroo and a >50%
reduction in total emissions over log-structured caches, the prior state-of-the-art.

1.1.4 Declarative IO (Ch. 6): Scaling the IO-per-TB wall in Bulk
Storage

Most storage devices are in bulk storage, where datacenters use hundreds of thousands
of hard disk drives. These hard disk drives’ capacities are greatly increasing due to new
technology — from <20 TB in 2020 to an expected >50 TB in 2025. Deploying denser
drives promises to reduce embodied emissions. Unfortunately, these drives’ bandwidth and
their IOPS per drive has not increased to match their capacity. This “IO wall” prevents the
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adoption of denser drives. To deploy these more sustainable, denser drives, bulk storage
needs to reduce I0.

Most bulk storage IO is maintenance. Surprisingly, most 10 does not come from
storage users, since most of this user 10 is highly cacheable. Rather, my work identifies
maintenance tasks as the primary source of 10 in bulk storage, based on discussions with
hyperscalars including Google, Meta, and Microsoft. These tasks are essential, because
they ensure data is stored accessibly and reliably with little space overhead. For instance,
scrubbing requires reading every byte of data every few months to ensure the data still ex-
ists. Decreasing the frequency of scrubbing increases the risk of data loss, an unacceptable
outcome for a storage system. Making the problem worse, maintenance tasks come from
throughout the datacenter: from databases (e.g., compaction, table statistics), to object
stores (e.g., transcoding, object checksums), to distributed file systems (e.g., scrubbing,
rebalancing, reconstruction), to disks (e.g., garbage collection).

Insight: Imperative IO destroys flexibility. Today, maintenance tasks use an imper-
ative interface that allows tasks to request only a specific piece of data now, i.e., read this
block now. This unnecessarily limits these tasks” inherent time and order flexibility. For
instance, scrubbing must currently be implemented via sequential requests to read individ-
ual blocks rather than a directive to read a set of blocks at some time in the next month.
If the imperative interface did not force these tasks to eliminate their flexibility, there is
massive potential for overlap between these tasks. By coordinating IO, storage systems
could issue a single command to

Declarative 10: Exposing and exploiting IO overlap to enable denser HDDs.
To reduce bulk storage 10, we introduce a new interface, Declarative 10, that allows
maintenance tasks to declare that they need to read a set of data by a target deadline.
Returning to the scrubbing example, rather than writing a large loop through all data,
declarative 10 allows scrubbing to declare that it needs all data every couple months.
Other tasks, such as re-encoding and garbage collection, can do the same. Then, when
DINGOS, our implementation of a system to support Declarative 10, decides it is a good
time to read a piece of data for garbage collection, scrubbing and any other declarative
tasks get that data for free. DINGOS demonstrates that Declarative 1O is a promising new
direction to reduce disk IO in bulk storage, reducing read 10 by 40% relative to imperative
IO for maintenance tasks.






Chapter 2

Background

“Data really powers everything that we do.”

Jeff Weiner

TORAGE is a critical component of a datacenter. Cloud users rely on storage to guarantee
S access to their data across applications from machine learning to social media and
beyond. This chapter provides an overview of the storage stack in a datacenter, from the
application to bulk storage (Sec. 2.1). Then, it provides a more detailed description of
caching, particularly flash caching, in the datacenter (Sec. 2.2) and bulk storage systems
(Sec. 2.3) along with their design challenges. Finally, it discusses work on increasing
datacenter sustainability and its relation to storage (Sec. 2.4).

2.1 Data retrieval in the datacenter

Cloud storage is predominantly backed by distributed storage systems. Most data is per-
manently stored in storage servers grouped into storage racks, separated from compute.
Datacenters deploy a complex, interconnected collection of services to manage its data,
including caching, bulk storage, and data management services (Fig. 2.1). Generally, re-
quests from applications first encounter a data management service (i.e., data lakehouse or
database), which then leads to storage — both more caches and eventually bulk storage.

Data Management Services. Data management services exist to organize data and
make it accessible to applications. These services include table stores, data warehouses, and
data lakes. In addition to sending IO to storage based on application requests, these services
also send IO to storage to manage their data. For example, many data management services
deploy log-structured merge trees [20, 24, 208, 210, 252], which require compacting their
data repeatedly to ensure their performance and to achieve reasonable space utilization.

Caching layers (Sec. 2.2). Caches exist throughout the datacenter to minimize the
latency of services and reduce the load on backend services, including data management
services and bulk storage. Caches farther from user requests need to be large in order
to effectively cache requests since much of the locality in requests is removed by earlier
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Figure 2.1: Datacenter storage overview. When applications need data, they typi-
cally first go to a data management service, then to the caches, and finally to bulk storage.
For this thesis, we focus primarily on storage — the caching and bulk storage layers.

caching stages. To accommodate these large caches, many datacenters deploy flash caching
as their last layer of caching before going to storage |60, 68, 69, 105, 266].

Bulk Storage (Sec. 2.3). Data is stored for long-term retention in bulk storage. Bulk
storage consists primarily of 100Ks of HDDs [119, 194, 224, 254|, which are together com-
bined into a single storage system. The bulk storage system generally stores large blocks of
data spread across many devices and servers, using a metadata service to track where data
resides and any other metadata about the blocks. Since bulk storage needs to retain data
until it is deleted (usually years later if it is ever deleted), it also runs many maintenance
services, from scrubbing [132, 190, 215] to reconstruction [82, 121] to load balancing to
transcoding [142, 144]. These maintenance tasks result in 10 to the hard drives.

2.2 Caching in the datacenter

Caching is essential to the performance of large-scale storage systems and thus caches are
prevalent (as seen in Fig. 2.2, which shows caching at Meta.). Caches are used to both
reduce the latency of data, since caches are often physically closer to applications and
on lower latency media. They also reduce the load sent to lower layers of the storage
stack, such as bulk storage. Specifically, in this dissertation, we focus on the last layer of
caches — right before bulk storage. These caches are typically large (thousands of servers
each with at least several TB of flash), flash-based caches that see a mix of workloads,
including key-value stores, data management services, and more. One notable feature of
these workloads is that they often contain many tiny objects (objects around 100 bytes in
size).

In this section, we first discuss the presence of tiny objects in caching workloads
(Sec. 2.2.1). Then, we examine why caching on flash makes sense at a datacenter scale
(Sec. 2.2.2) and describe, at a high-level, what flash SSDs are and their limitations (Sec. 2.2.3).
Then, we discuss the challenges of caching tiny objects in flash (Sec. 2.2.4), particularly
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Figure 2.2: Overview of caching at Meta. Caching is deployed in many different
services across Meta from the content delivery network, CDN, all the way back to stor-
age. [60]

how write amplification limits flash cache design. Finally, we discuss existing approaches
to caching tiny objects in flash and their shortcomings (Sec. 2.2.5).

2.2.1 Tiny objects are important and numerous

Tiny objects are prevalent in many large-scale systems:

e At Meta, small objects are prevalent in the Facebook social graph. For example, the
average social-graph edge size is under 100 B. Across edges, nodes, and other objects,
the average object size is less than 700 B [60, 71|. This has led to the development
of a dedicated flash caching system for small objects [60].

e At Twitter, tweets are limited to 280 B, and the average tweet is less than 33 char-
acters [198]. Due to the massive and growing number of tweets, Twitter seeks a
cost-effective caching solution [263].

e At Microsoft Azure, sensor updates from IoT devices in Azure Streaming Analyt-
ics are a growing use case. Before an update can be processed (e.g., to trigger a
real-time action), the server must fetch metadata (the sensor’s unit of measurement,
geolocation, owner, etc.) with an average size of 300 B. For efficiency and availabil-
ity, it caches the most popular metadata [111]. Another use case arises in search
advertising, where Azure caches predictions and other results [160, 161].

Each of these systems accesses billions of objects that are each significantly less than
the 4 KB minimum write granularity of block-storage devices. For example, Facebook
records 1.5 billion users daily [27] and friendship connections alone account for hundreds
to thousands of edges per user |71, 243]. Twitter logs over 500 million new tweets per
day and serves over 190 million daily users [30]. While IoT update frequencies and ad
impressions are not publicly available, the number of connected devices is estimated to
have surpassed 50 billion in 2020 [94], and the average person was estimated to see 5,000
ads every day as early as 2007 [232].

2.2.2 Caching tiny objects

While individual objects in the above applications are tiny, application working sets on
individual servers still add up to TBs of data. To reduce throughput demands on back-
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Figure 2.3: Cost of flash and DRAM over time. Cost for flash and DRAM over the
last 10 years [10, 12]|. Flash prices have decreased over 14, while DRAM prices have only
decreased by ~2x.

end data-management systems, applications rely on large-scale, cost-efficient caches, as a
single caching server can replace tens of backend servers [60]. Unfortunately, as described
below, current caching systems are inefficient for tiny objects. There is therefore a need
for caching systems optimized specifically for large numbers of tiny objects.

Why not just use memory? DRAM is expensive, both in terms of acquisition and power
cost per bit. DRAM often makes up 40% to 50% of server cost [163, 222, 236] and is no
longer scaling (Fig. 2.3). DRAM capacity is also often limited due to operational power
concerns. Moreover, DRAM is often in high demand, so all applications are encouraged
to minimize DRAM usage. For example, the trend in recent years at Meta is towards
less DRAM and more flash per server [60, 236]. DRAM also has a large embodied car-
bon footprint and has large operational emissions due to requiring up to half of system
power [123].

Why flash? Flash is cheaper per-bit, embodies 12x less carbon, and requires less power
per-bit than DRAM [123]. Thus, datacenters should use flash over DRAM whenever pos-
sible [120], even for traditional DRAM workloads, such as caching [60, 105, 178, 179] or
machine learning [265].

Flash currently provides the best combination of performance and cost among memory
and storage technologies and is thus the technology of choice for most large-scale caches |60,
68, 69, 105, 229]. Tt is much faster than mechanical disks. While flash-based caches do use
DRAM for metadata and “hot” objects, the bulk of the cache capacity is flash to reduce
end-to-end system cost.

2.2.3 Flash Solid State Drives (SSDs)

Flash SSDs are built from NAND flash memory. Flash memory has two main limitations:
it wears out with writes and does not allow small-granularity overwrites. SSDs have limited
write endurance — after too many writes, their flash cells can no longer store data [125].
If applications write too much, flash’s lifetime can be extremely short.
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SSDs have been getting denser. SSD density has increased through two main mech-
anisms: increasing the number of layers and increasing cell density. SSDs have been
3D-stacking layers of cells, growing flash storage “vertically.” Today, flash devices can
have over 200 layers, and the number of layers is quickly increasing [1, 25|. 3D stacking
increases device density but also increases embodied emissions. Flash is also becoming
denser by packing bits into cells. Most datacenter SSDs today use tri-level cells (TLC),
which store 3 bits per cell. Flash SSDs will soon use quad-level cells (QLC) (4 bits/cell)
and penta-level cells (PLC) (5 bits/cell) [203]. Unfortunately, increasing cell density causes
disproportionately lower write endurance.

2.2.4 Challenges in flash caching

Flash presents many problems not present in DRAM caches due to its limited write en-
durance. Without care, caches can quickly wear out flash devices as they rapidly admit and
evict objects [60, 105]. Hence, many existing flash caches over-provision capacity, suffering
more misses in order to slow wear out |60, 69].

Exacerbating the endurance issue, flash drives suffer from write amplification. Write
amplification occurs when the number of bytes written to the underlying flash exceeds the
number of bytes of data originally written. Write amplification is expressed as a multiplier
of the number of bytes written, so a value of of 1x is minimal, indicating no extra writes.
Flash devices suffer from both device-level write amplification and application-level write
amplification [125].

Wherefore device write amplification? Device-level write amplification (DLWA) [105,
159, 237| occurs because flash does not allow overwrites at a small granularity. Instead,
flash devices can write only new values after first erasing a large region of the device. To
support random writes, devices must read all live data in a region, erase the region, and
then write the live data back to the drive along with any new data. As a result, flash SSDs
perform more writes than requested by the application. The device-level write amplification
(DLWA) [70, 105, 125, 156, 159, 168, 237] captures this relative increase in bytes actually
written to flash vs. bytes written by an application. (If an SSD writes 3GB to serve 1GB
of application writes, then DLWA is 3X.) DLWA can be large: a factor of 2x to 10x is
common [178]. DLWA causes write-intensive applications to quickly wear out flash devices,
increasing their replacement frequency and embodied emissions over time.

DILWA is primarily caused by the physical limitations of flash storage. Flash devices
are organized in a physical hierarchy (Fig. 2.4). The smallest unit is the page, usually
4KB. Flash can be written at page granularity, but a page must be erased before it can
be rewritten. To avoid electrical interference during erasure, pages are grouped into flash
blocks |41, 65, 66, 125, 172]. A flash block is the minimum erase size. In practice, however,
flash drives stripe writes across blocks to improve bandwidth and error correction. Striping
increases the effective erase unit (EU) size to gigabytes [66].

The mismatch between the granularity of writes and erases is the root cause of DLWA. To
maintain the 4 KB read/write page interface (confusingly an interface called Logical Block
Addressing (LBA)), flash devices garbage collect (GC), moving live pages from partially
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Figure 2.4: Flash architecture. The internal arrangement of flash devices into planes,
blocks, pages, and EUs. Each EU has multiple blocks and each block has multiple pages.
EU 0 is a partially full, EU 1 is entirely full, and EU N has just been erased.

empty EUs (such as EU 0 in Fig. 2.4) to a writable EU (such as EU N) before erasing
the EU and freeing dead pages. The less the available capacity on the device, the more
frequently it has to GC, introducing a tradeoff between flash utilization and flash writes.

Denser flash has lower write endurance. As flash becomes denser, its write endurance
drops significantly. For example, while PLC flash is up to 40% denser than TLC, PLC
is forecast to have only 16% of TLC’s writes [23]. Additionally, because denser flash
has to differentiate between more voltage levels, even small voltage changes can make
data unreadable. TLC uses two-phase writes! and more frequent refresh to prevent data
loss [184]. Two-phase writes require the device to have enough RAM and capacitance
to remember all in-flight writes, limiting the number of EUs that can be “active” (i.e.,
writable) at any point in time, often to less than ten. Writing to more EUs than this
requires closing an active EU, incurring more internal device writes.

One might hope that, as a counterbalance, technological advances would decrease EU
sizes, closing the gap between write and erase granularities. However, flash EU sizes have
become larger as flash has gotten denser. Effective block sizes on an SLC flash device were
128 KB|242], MLC and TLC flash devices are around 20 MB [234], and QLC devices are
48 MB [235]. Striping these blocks with hundreds of 3D-stacked layers [235] produces EUs
in the gigabyte range [66, 182]. Thus, DLWA will increase with flash density.

Overprovisioning to reduce DLWA. If DLWA and its write endurance problems are going
to get worse, how can we reduce it? Generally speaking, DLWA worsens as more of the
raw flash capacity is utilized and as workloads contain more of small, random writes. A
common approach to reduce DIWA is overprovisioning, i.e., only exposing a fraction of
the raw flash capacity in the LBA namespace, so that cleaning tends to find fewer live
pages in victim erase blocks [60, 69]. Fig. 2.5 shows DLWA vs. utilized capacity for random

ITwo-phase writes first write pass aims to get each cell close to the desired voltage. The device then
probes the cells to see their actual voltage and does a second, finer programming pass to achieve the
desired voltage. This two-phase process reduces variability in voltage ranges such as from interference
from programming neighboring cells.
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Figure 2.5: Effects of overprovisioning on write amplification. The effect of flash
over-provisioning on device-level write amplification (DLWA) of random writes of various
sizes. DLWA increases as over-provisioning decreases.

4 KB writes to a 1.9TB flash drive. As expected, DIWA significantly increases as over-
provisioning decreases, from &~1x at 50% utilization to ~10x at 100% utilization. Thus,
overprovisioning is not a panacea, as it reduces the effective capacity of the device.

Application-level write amplification. Unfortunately, DLWA is not the only source of
write amplification in flash caches. Application-level write amplification (ALWA) occurs
when the storage application re-writes some of its own data as part of its storage manage-
ment. One form of this is akin to flash translation layer (FTL) cleaning, such as cleaning in
log-structured file systems [156, 210] or compaction in log-structured merge trees [20, 24].
Another form is caused by having to write an entire logical block. To write a smaller
amount of data, the application must read the block, install the new data, and then write
the entire block [191]|. For example, writing 1 KB of new data into a 4 KB logical block
involves rewriting the other 3 KB, giving ALWA of 4x. Ideally, the unmodified data in the
block would not have been rewritten.

Why caching tiny objects is hard. The size of tiny objects makes caching them on
flash challenging. Tracking billions of tiny objects individually in large storage devices can
require huge metadata structures [105], which either require a huge amount of DRAM,
additional flash writes (if the index lives on flash), or both. To amortize tracking meta-
data, one could group many tiny objects into a larger, long-lived “meta-object”. This can
be inefficient, however, if individual objects in the meta-object are accessed in disparate
patterns.

Tiny objects are also a major challenge for write amplification. Traditional cache
designs (i.e., for DRAM caches) freely re-write objects in place, leading to small, random
writes; i.e., the worst case for DLWA. Since tiny objects are much smaller than a logical
block, re-writing them in place would additionally involve substantial ALWA — 40x for a
100 B object in a 4 KB logical block — which is multiplicative with DLWA. Grouping tiny
objects into larger meta-objects, as mentioned above, shifts ALWA from logical blocks to
meta-objects but does not address the problem.
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2.2.5 Shortcomings of existing solutions

This section discusses existing solutions for flash caching and their shortcomings for caching
tiny objects.

Key-value stores: Flash-efficient key-value stores have been developed and demonstrated [24,
97, 166, 208, 257], and it is tempting to consider them when a cache is needed. But key-
value stores generally assume that deletion is rare and that stored values must be kept
until told otherwise. In contrast, caches delete items frequently and at their own discretion
(i.e., every time an item is evicted). With frequent deletions, key-value stores experience
severe write amplification, much lower effective capacity, or both [59, 69, 105, 237, 257].

As a concrete example, consider SILT [166], the key-value store that comes closest to
Kangaroo in its high-level design. Like Kangaroo, SILT uses a multi-tier flash design to
balance memory index size vs. write amplification. Unfortunately, SILT’s design is poorly
suited to caching. For example, SILT’s two main layers, which hold >99% of entries, are
immutable. Because those layers are immutable, DELETE operations are logged and do
not immediately reclaim space. Thus, cache evictions result in holes (i.e., reduced cache
capacity) until the next compaction (merge and re-sort) occurs. One can reduce the lost
cache capacity with more frequent compactions, but at a large penalty to performance and
ALWA.

Similar issues with DELETESs affect most key-value stores, often with this same trade-off
between compaction frequency and holes in immutable data structures. One may be able
to reduce these overheads somewhat by coordinating eviction with compaction operations,
but this is not trivial and not how these systems were designed. For instance, Netflix used
RocksDB [24] as a flash cache and had to over-provision by 67% due to this issue [69].
Some key-value stores reduce ALWA by making reads less efficient [168, 208, 257] but do
not sidestep the fundamental challenge of DELETEs wasting capacity. In contrast, flash
caches have the freedom to evict objects when convenient. This lets flash caches co-design
data structures and policies so that DELETEs are efficient and minimal space is wasted.

Log-structured caches: To reduce write amplification, many flash caches employ a log
structure on flash with an index in DRAM to track objects’ locations |61, 105, 159, 220,
229, 237]. While this solution often works well for larger objects, it requires prohibitively
large amounts of DRAM for tiny objects, as the index must keep one entry per object. The
index can spill onto flash [257], but spilling adds flash reads for lookups and flash writes
to update the index as objects are admitted and evicted.

Even Flashield [105], a recent log-structured cache design for small objects, faces DRAM
problems for larger flash devices. After optimizing its DRAM usage, Flashield needs 20
bits per object for indexing plus approximately 10 bits per object for Bloom filters. Thus,
Flashield would need 75 GB of DRAM to track 2 TB of 100 B objects. In fact, Flashield’s
DRAM usage is much higher than this, because it relies on an in-memory cache to decide
which objects to write to flash. The DRAM cache must grow with flash capacity or else
prediction accuracy will suffer, leading to more misses.

Thus, the total DRAM required for a log-structured cache can quickly exceed the
amount available and significantly increase system cost and power. Technology trends will
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make these problems worse over time, since cost per bit continues to decrease faster for

flash than for DRAM [80, 258|.

Set-associative flash caches: Metadata to locate objects on flash can be reduced by
restricting their possible locations [196]. Meta’s CacheLib [60] implements such a design
for small objects (<2KB), e.g., items in the social graph [71|. CacheLib’s “small-object
cache” (SOC) is a set-associative cache with variable-size objects, using a hash function to
map each object to a specific 4 KB set (i.e., a flash page). With this scheme, SOC requires
no index and only a3 bits of DRAM per object for per-set Bloom filters.

Although more DRAM-efficient, set-associative designs suffer from excessive write rates.
Inserting a new object into a set means rewriting an entire flash page, most of which is
unchanged, incurring 40x ALWA for a 100 B object and 4 KB page as discussed above.
In addition, flash writes are a worst case for DLWA: small and random (Fig. 2.5). The
multiplicative nature of ALWA and DIWA compounds the harmful effect on device lifetimes.

Set-associative flash caches limit their flash write-rate through two main techniques.
To reduce DLWA, set-associative flash caches are often massively over-provisioned. For ex-
ample, CacheLib’s SOC is run in production with over half of the flash device empty [60].
That is, the cache requires more than twice the physical flash to provide a given cache
capacity. Additionally, to limit ALWA, CacheLib’s SOC employs a pre-flash admission pol-
icy |60, 105] that rejects a fraction of objects before they are written to flash. Unfortunately,
both techniques reduce the cache’s achievable hit ratio.

Summary: Prior work does not adequately address how to cache tiny objects in flash
at low cost. Log-structured caches require too much DRAM, and set-associative caches
add too much write amplification. As discussed in Ch. 3, both of these problems lead to
excessive emissions.

2.3 Bulk storage

Bulk storage, supported by distributed storage systems, are the backbone of modern data-
centers, containing exabytes of data across 100Ks of hard disk drives (HDDs) that support
everything from ML training to internet applications. As these storage systems continue
to grow, datacenters continue to deploy cheaper storage media to support unrelenting data
growth while continuing to maintain a low-cost service. New HDD technological advance-
ments support this goal, reducing cost with denser drives. Unfortunately, because these
drives do not have proportionately more 10 supply, distributed storage systems are running
into an [O-per-TB wall.

This section describes hard-disk drives, quantify 10 supply and demand in disk-based
systems (Sec. 2.3.2), how advancements in HDD density lead to the IO-per-TB wall
(Sec. 2.3.3), and some background on distributed storage systems (Sec. 2.3.4).
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| Size Blades/Rack Count Capacity (‘17) Capacity (‘24)

SSD [218] | 1U 8 16 128 TB 246 TB [31]
HDD [126] | 4U 36 88 1.2PB 2.6 PB [51]

Table 2.1: SSD vs HDD Servers. Comparison of Project Olympus’ storage servers
including the blade size, blades per rack, storage device count, and the capacity of the
entire blade from both the original Project Olympus 2017 specifications and updating the
storage devices to 2024 capacities.

2.3.1 Hard-disk drives

An HDD server’s purpose is to store lots of data cheaply. To accomplish this, each server
holds many disks (e.g., 88 in Project Olympus [126] Table 2.1), referred to as "Just a bunch
of disks" or JBODs. These servers store an order-of-magnitude more data per server than
SSD servers and about 2.6x more data per rack space.

HDDs contain multiple circular platters that store data magnetically. To write or read
data to a platter, the platter’s head has to seek to the correct track and wait for the disk
to spin to the correct sector. Thus, a key factor in request latency is the speed that the
HDD is spinning, i.e., its rotations-per-minute (RPM). RPM affects both wait time and
device bandwidth, since the HDD can only transfer data that passes under its active head.
Unfortunately, even after significant optimization effort, RPM has not improved much for
the past decade [9, 194].

HDDs are growing denser, maintaining their capacity-cost advantage over SSDs. HDDs
have grown from one to 20 terabytes over the last decade without changing their form
factor [147] through density improvements such as shingled-magnetic recording (SMR)
drives that overlap the write tracks to increase bits stored per disk area [45, 256]%. The
next frontier of HDD density is heat-assisted magnetic recording (HAMR), which allows
denser packing of bits by heating disks during writes [35]. HAMR promises to increase
device capacities to 50 TB and beyond [221].

2.3.2 How do we quantify IO on disk?

IO is commonly measured either by throughput (bytes/s) or request rate (IOPS). However,
each only shows half the equation for HDDs. A workload that issues many small reads
will show low throughput but high IOPS, while a workload that issues few large reads will
show high throughput but low IOPS. Given just one of these two metrics, it is impossible
to infer the overall utilization of a disk.

Instead, we quantify 10 by its disk-head time [59, 93|: the combined time required
to serve an 1O request by seeking to the correct head position and then having the head
transfer the data. Given the disk’s average positioning latency and transfer rate, disk-head

2SMR drives also introduce a variant of the erase problem seen on flash since the overlapped tracks
have to be rewritten together.
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time can be estimated as:

bytes
disk-head time = seek latency x # of requests + Ve
transfer rate

and the portion of total time the disk spends on the 10 as:

disk-head time
total time

disk-head utilization =

2.3.3 Higher-capacity HDDs are increasingly 10-bound

—— Supply e Demand

2.5
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0.0

’ ? “HoD capacity (TB)

Figure 2.6: HDD IO supply vs demand. Projected HDD IO-per-TB supply trend
as disks become denser against the IO demands at Google based on their public Thesios
traces [199]. Drives bigger than 24 TB will not be able to support the 10 requirements
at hyperscalars. We assume each 10 operation to be 2 MB in size, average repositioning
latency of 10 ms, and a transfer speed of 150 MBps.

As hard drives have seen significant increases in capacity, their seek latencies and trans-
fer rates have not improved at the same pace due to physical limitations of the devices.
While HDD transfer rates have increased with capacity due to higher areal density, these
improvements are small compared to the increases in capacity. Thus, the disk-head time
of a given request has remained roughly constant as HDD capacities have grown, meaning
that a smaller percentage of the disk can be accessed in any given amount of time as disk
capacity increases.

To measure this effect, Fig. 2.6 shows the 1O supplied by the disks, both current and
projected, versus the 10 demanded of the disk, based on Google’s Thesios traces [199],
in IO-per-TB (measured in units of disk-head time per TB). As distributed storage sys-
tems either add additional capacity or replace older less dense disks using newer, denser
disks, the IO-per-TB supplied by the storage systems is decreasing, i.e. we move to the
right on the graph. Meanwhile, as the new and existing data stored by these systems
continues to be accessed at the same rate, the IO-per-TB demanded of storage will remain
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Figure 2.7: 10 demand across datacenter. All requests into the caching and bulk
storage tiers are imperative, independent of where they are from.

roughly constant. This trend in IO supply is set to accelerate in the next ten years as
HAMR devices, which have recently come to market, lead to continued increases in HDD
capacity [15, 16, 17, 154]. Hence, distributed storage systems are quickly approaching a
[O-per-TB wall, where IO demand will significantly outstrip IO supply. When HDD capac-
ities exceed 22TB, we project that the storage system will hit the IO-per-TB wall, forcing
system operators to forgo the cost, power, and footprint advantages of denser drives.

2.3.4 10 demand in distributed storage systems

Today’s IO demand comes from across the datacenter, from applications down to the stor-
age system (Fig. 6.3). Unsurprisingly, applications want data, but also data management,
caches, and the distributed storage system all need data to fulfill their roles on top of the
data requested directly by applications.

All these data accesses send imperative 10 requests (read-this, write-that now) to the
distributed storage system. For requests for data that is indeed needed immediately, these
imperative requests are the right option. We refer to these immediate requests as ap-
plication 10 (the black arrows in Figure 6.3). Other requests may have some flexibility,
but this flexibility is currently obscured by the imperative interface. We refer to these
flexible requests as maintenance 10 (the colorful arrows). The caching tier is generally ef-
fective in absorbing IO demand from application I0. However, maintenance 10O is generally
less cacheable, and therefore makes up a disproportionate fraction of the IO demand that
reaches the bulk storage tier.
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Figure 2.8: Operational and embodied emissions at Azure. Breakdown of opera-
tional and embodied emissions at Azure [180, 251].

2.4 Datacenter sustainability

The information and communication technology (ICT) sector has increasingly been rec-
ognized as a large contributor to global energy demand and emissions [122], the cloud
more specifically [155, 251]. We are just starting to explore the way in which choices of
datacenter design influence their emissions [122, 123, 173, 251].

Generally, we divide emissions into three components — direct emissions (Scope 1),
operational emissions (Scope 2), and embodied emissions (Scope 3) — based on the Green-
house Gas Protocol’s definitions [122, 123, 251|. Scope 1 emissions (for instance, from com-
pany vehicles or on-site generators) are negligible for hyperscalars [251], so we do not discuss
them in this dissertation. Operational emissions are emissions from the electricity used to
power and cool datacenters. They are about 25-58% of emissions today [36, 251], but are
expected to decrease as hyperscalars actively deploy more renewable energy [122, 123].
Embodied emissions are indirect emissions or emissions from the supply chain, such as
from manufacturing, transporting, and end-of-lifing hardware. These emissions are in-
creasing [36] as hyperscalars continue to build and expand datacenters to keep up with
demand.

Fig. 2.8 shows a breakdown of operational and embodied emissions between compute,
storage, and networking at Azure from 2023. Storage is responsible for 33% of operational
emissions and 61% of embodied emissions. While we expect storage’s operational emissions
to be less significant due to Al workloads’ large and increasing energy demands, storage will
continue to dominate embodied emissions [180]. Thus, to reduce embodied emissions, the
large and growing fraction of datacenter emissions, we need to focus on storage’s embodied
emissions.

The remainder of this section discusses prior work on reducing storage emissions (Sec. 2.4.1).
Since there are limited approaches to reduce storage emissions in prior work, we will also
discuss prior work on reducing computer emissions, where there is more research so that
we can assess how well that work can be applied to storage (Sec. 2.4.2).
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2.4.1 Prior work on reducing storage emissions

While there has not been much prior work on reducing storage emissions, we identify that
prior work has identified the influence of media choice on storage emissions, discussed
how to increase lifetime of storage through overprovisioning and data degradation, and
identified how to reduce energy consumption in storage.

Media choice influences storage emissions. DRAM often makes up 40% to 50% of
server cost [163, 222, 236]. DRAM also has a large embodied carbon footprint (46% of a
server in Azure [173]) and has large operational emissions due to requiring up to half of sys-
tem power [123]. Flash embodies 12x less carbon and requires less power per-bit [123] (i.e.
less operational emissions per-bit assuming the same energy source). Thus, datacenters
should use flash over DRAM to reduce emissions whenever possible [120] even for tradition-
ally DRAM workloads, such as caching [60, 105, 178, 179] or machine learning [265]. HDDs
are even less carbon-intensive, ~3-10x less embodied carbon per-bit than flash [123, 238].
This means that hard drives are going to be an essential part of a sustainable storage stack,
particularly more dense drives that have similar hardware manufacturing requirements.

Reducing storage energy consumption Prior work has tried to reduce energy, partic-
ularly for HDDs that require constant power, since the early 2000s. This work fits into two
categories: (i) caching to create idle IO periods and (7i) distributing data to enable power
proportionality. Unfortunately, these solutions do not consider embodied emissions.

HDDs use far less power when in idle or sleep modes [26], so prior work often aims to
create idle periods in HDD traffic. Prior work used different strategies, such as using a
relatively low-power disk to store most hot data [76], separating hot and cold data [131, 151,
162, 200], or employing better prefetching and caching policies [205, 228]. These policies
often do not work for common maintenance tasks that stream through large amounts of
data sequentially, such as scrubbing [53, 216], and are hard to change in cloud environments
where much of the work is not under the cloud provider’s control. As shown in Pelican [53],
datacenter power provisioning would also have to change to accommodate variable power,
since typically power is provisioned for storage server’s peak — when all disks are running.

Alternatively, some work has suggested leveraging data replication to turn off storage
servers when either 10 is low enough [46, 53, 89, 240] or there is not enough available green
energy [150]. Turning off the entire server allows for energy savings from all components,
not just disks [116]. Unfortunately, most prior work assumes data replication, where the
storage system stores multiple copies of data, whereas today’s datacenters use more space-
efficient erasure codes [145, 146]. One prior paper did consider leveraging redundancy in
erasure-code-based distributed storage systems [201], but much more work can be done
especially factoring in embodied emissions.

More recently, these ideas have been revisited for flash and operational emissions. For
instance, if one assumes flash is power-proportional, we could move background IO accesses
to when there is more renewable energy and reduce operational emissions [209]. While this
approach is more promising, because it does not require additional embodied emissions,
we find that flash in datacenters today is not power-proportional (Sec. 3.1). None of this
research also addresses the largest fraction of storage emissions — embodied emissions.
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Decreasing storage embodied emissions. There are two main pieces of prior work
on reducing embodied emissions in storage: one that increases device lifetime through
overprovisioning and one that argues for deploy lower-emission, lower-endurance flash by
accepting degraded data quality.

Increasing device lifetime is a key way to reduce embodied emissions, since embodied
emissions are independent of device lifetime. Unfortunately, flash has a limited lifetime due
to its limited write endurance (Sec. 2.2.3), so prior work has suggested increasing overpro-
visioning to increase lifetime [123]. Using overprovisioning to decrease embodied emissions
is a trade-off. Increasing overprovisioning decreases embodied emissions for a while, be-
cause it lowers the device-level write amplification. Eventually though, the capacity loss
from overprovisioning means that the the embodied emissions per stored bit increases.
For 2 year lifetimes, the optimal overprovisioning that Gupta found was 16% [123], higher
than the traditional 7% device overprovisioning for commodity SSDs and at much less the
expected lifetimes in datacenters (which is 5-6 year [173]).

A different way to reduce flash emissions is to use high-density, lower-emission flash
by accepting degraded data quality and the potential deletion or loss data as the dense
flash degrades [270]. This approach does not work well in the datacenter due to explicit
durability guarantees.

This prior research leaves open whether, through system design, we can reduce flash’s
embodied emissions without sacrificing durability better than just relying on overprovi-
sioning. It also does not address reducing embodied emissions of hard disk drives despite
their prevalence in bulk storage.

2.4.2 Prior solutions to reduce compute emissions

Since prior work on reducing storage embodied emissions in system design is limited, we
now shift our attention to prior work on reducing compute emissions and see whether
we can apply it to storage. Prior work on compute often focuses on reducing energy
usage [83, 112, 114, 115, 135, 170, 171, 183, 204, 231, 268| and moving computation to
times/locations with more renewable energy |14, 39, 55, 207, 230, 255]. Since both of these
approaches focus on operational emissions, they are less relevant for storage. Instead,
compute shows two other, more promising approaches that are more relevant to storage:
using fewer compute devices [81, 98, 99, 117, 223] and increasing lifetimes by identifying
places where older device performance is adequate [174, 241, 248, 249, 250]. Unfortunately,
as we will show in Ch. 3, these approaches both have new challenges in storage that need
to be overcome to be viable strategies to reduce storage emissions.
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Chapter 3

Reducing storage emissions results in 10
limitations

“Remarkably, the manufacturing of storage devices alone contributed to an
estimated 20 million metric tonnes of CO5 emissions in the year 2021”

Tannu and Nair. [238]

ISTRIBUTED STORAGE is a large emitter [251|. Unfortunately, there is no standard

break down of storage emission sources as they are deployed in datacenters, which
is necessary to understand and reduce storage emissions. Therefore, we begin by showing
how each component of storage servers in a datacenter rack contributes to emissions at
Azure (Sec. 3.1). We then introduce a model to frame the discussion on how to reduce
emissions. This model shows how using fewer, denser drives and extending lifetime are
the two ways to reduce storage’s embodied emissions. We also present how both of these
solutions lead the key challenge of sustainable storage — a lack of IO (Sec. 3.2).

3.1 Where do storage emissions come from?

We now present the emissions from both a SSD storage rack and an HDD storage rack
in Azure, focusing on the key components (CPU, DRAM, SSD, and HDD). We use the
“Other” category to group rack overheads, such as fans, network switches, power supplies,
and power delivery units. For embodied carbon, the “Other” category also includes passive
material like sheet metal and plastics. Sec. 3.1.1 discusses operational emissions, e.g., from
power generation, and Sec. 3.1.2 discusses embodied emissions, e.g., from semiconductor

fabs.

3.1.1 Operational emissions

Table 3.1 shows the relative operational emissions of each Azure rack type. To determine
energy consumption and therefore operational emissions of different components, we take
component energy draws measured under a representative load. Notably, an SSD storage
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Operational Emissions ‘ CPU DRAM SSD HDD Other

42% 18% 19% 0% 21%
32% 8% 38% 1% 21%
26% 5% 7% 41% 21%

Compute Rack
SSD Rack
HDD Rack

Table 3.1: Operational emissions at Azure. Operational emission breakdown for
Azure different rack types and for different components of each rack type.

Embodied Emissions ‘ CPU DRAM SSD HDD Other

1% 40% 30% 0% 26%
1% 9% 80% 1% 9%
2% 11% 14% 41% 33%

Compute Rack
SSD Rack
HDD Rack

Table 3.2: Embodied emissions at Azure. Embodied emission breakdown for Azure
different rack types and for different components of each rack type.

rack has approximately 4x the operational emissions per TB of an HDD storage rack.

Storage devices (SSDs and HDDs) are the largest single contributor of operational emis-
sions. For SSD racks, storage devices account for 39% of emissions, whereas for HDD racks
they account for 48% of emissions. These numbers contradict the conventional wisdom
that processing units dominate energy consumption [123, 251]: storage servers carry so
many storage devices that they become the dominant energy consumers. Thus, the best
way to reduce operational emissions in a storage server is to reduce the storage devices’
energy.

Since CPUs still cause the next largest portion of the emissions, improving the energy
efficiency of CPUs in storage servers may still provide benefits. However, one has to be
careful with energy efficiency improvements that increase embodied carbon emissions [238,
251]. For example, advanced semiconductor fabrication nodes reduce operational emissions
but increase manufacturing emissions and electricity use [54, 104, 233|. This consideration
is particularly important in storage, which is already embodied emission heavy.

3.1.2 Embodied emissions

We show the relative embodied emissions of each Azure rack type in Table 3.2. To esti-
mate embodied emissions, we use raw material numbers from vendors, the device’s silicon
area, and then leverage IMEC [18] and Makersite [21] to determine average emissions for
manufacturing processes. We ensure that manufacturing and shipping emissions are only
counted once and are amortized across components, so that our embodied emissions results
are comparable to our operational emissions results.

SSD racks contribute approximately 10z the embodied emissions per TB as that of HDD
storage racks. The storage devices themselves dominate embodied emissions, accounting
for 81% and 55% of emissions in SSD and HDD racks, respectively. While DRAM is the
largest embodied emissions contributor in compute servers, this is not true for storage
servers due to the many storage devices in these servers. Across both operational and
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embodied emissions in distributed storage clusters, there is a clear need to reduce emissions
from the storage devices themselves.

3.2 How can datacenters reduce storage emissions?

We now consider the important opportunities and challenges in reducing storage emis-
sions. To structure the discussion, we model emissions by breaking apart operational and
amortized embodied emissions:
Annual Carbon Emissions
= Operational Emissions + Embodied Emissions

B Z <Watt—H0urs Carbon Carbon 1 )

oo Device 8 Watt-Hour * Device 8 Lifetime
This simple model tells us that emissions can be reduced in five ways: using fewer de-
vices, lowering power, reducing carbon intensity of power, reducing per-device embodied
emissions, or increasing server and device lifetime.

Thus, to specifically reduce embodied emissions, we can use fewer, less embodied-
emissions-per-bit devices or increase lifetimes. Unfortunately, these improvements in flash
and hard drive emissions-per-bit come with drawbacks in the form of decreased 10. De-
ploying denser flash and increasing its lifetime both lower the number of writes that flash
can withstand without wearing out. Denser hard drives cannot increase their bandwidth
to keep up with their capacity. Without addressing these 1O limitations, at best, these
technologies cannot be deployed, at worse, they can increase emissions. For the rest of
this section, we describe these IO limitations in more detail for both flash (Sec. 3.2.1) and
HDDs (Sec. 3.2.2).

3.2.1 Denser and longer lifetimes to reduce flash emissions

To reduce flash emissions, we can use fewer, denser devices and increase lifetime. The
denser the flash, the more it reduces embodied emissions, since more bits are packed onto
roughly the same silicon. Moving to longer lifetimes also amortizes embodied carbon.
Traditionally, datacenter hardware replacement cycles have been around 3 years [173] due
to the rate of improvement in hardware performance and power-efficiency. Today, data-
centers deploy devices for longer. Longer replacement cycles have become common due
to their cost advantages and the slowing of Moore’s Law. For example, Microsoft Azure
increased the depreciable lifetime of servers from 4 to 6 years [127, 174, and Meta recently
started planning for servers to last 5.5 years [39]. Additionally, hyperscalers are finding
that servers do not fail quickly: failure rates at Azure have little evidence of increasing
before 8 years [64, 173].

Lowering carbon-intensity lowers write rate. Unfortunately, as flash becomes denser
and its lifetime increases, its write endurance drops significantly. Fig. 3.1 models how
write rate affects both emissions when varying lifetimes and flash density. Each line shows
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Figure 3.1: Flash carbon emissions vs write rate. The annual carbon emissions of
flash depending on the required average write rate and desired lifetime. Lifetime has a
much larger impact on emissions than density, but both are important to lower emissions.

a device of a different lifetime, and shaded regions show which flash density is best for a
given write rate. The model calculates how much capacity must be provisioned for each
technology to achieve the desired lifetime at a given write rate. Device lifetime is the most
important factor in reducing carbon emissions. Moreover, denser flash has the potential
to improve sustainability, but only if flash write rate is very small — much less than one
device-write per day. However, if flash applications use dense flash, but cannot reduce their
write rate enough for a long lifetime, then their carbon emissions increase over using a less
dense flash device for a longer lifetime. To have low-emissions flash deployments, we need
to overcome flash’s write limitation.

3.2.2 10O-per-capacity wall limits HDDs

Although hard drives are not currently write-limited like flash, they are quickly running
into their own IO limitation if we want to deploy denser drives. 10 bottlenecks are already
becoming a challenge in datacenters for HDDs, primarily because higher-capacity HDDs
do not increase their bandwidth. For instance, Seagate has LCA analysis for its Exos
HDDs show that its 18 TB HDD has 59.6% fewer kg COqe per TB-year compared to its
10 TB drive [32, 33]. However, the 18 TB HDD’s bandwidth increases only 8.4% and has no
increase in random 4KB IOPS [28, 29]. In order to use the 18 TB drives instead of 10 TB
drives, we would need to reduce IO per GB stored. But there is little headroom available
— many storage applications already saturate today’s HDD bandwidth (Sec. 2.3.3).

This IO limitation is universal for hard drives. Fig. 3.2 shows the decrease in bandwidth-
per-TB, a ~8.5% reduction per year. HDDs are already running into bandwidth limitations
in bulk storage. Therefore, deploying HDDs that have lower bandwidth is not possible in
many datacenters today, preventing datacenters from realizing the carbon-savings of these
denser drives unless bulk storage can decrease its IO requirements.

To deploy these denser drives, we need to reduce IO, but this is difficult. Storage
systems already deploy large caches to take advantage of most locality in the storage
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Figure 3.2: HDDs bandwidth-per-TB is dropping. HDD Sustained Bandwidth-per-
TB trend over years [38]. The red empty circle denotes the speculated bandwidth/TB cost
after the introduction of future disk technologies like HAMR [15, 16, 17].

accesses [60, 93, 178, 261]. Additional caching capacity also needs to be weighed against
the cache’s emissions. Caching also does not help with low-locality workloads, like LSM
compaction [24, 79, 95, 96, 103, 157, 208]. Thus, we need to develop new solutions to
reduce IO so we can deploy fewer, denser drives and reduce emissions.

Extending lifetime in HDDs. Deploying denser drives is especially important for HDDs;,
since extending lifetime in HDDs is difficult due to device failure. Unlike flash, where
device failures correlate to wear out, HDD failure rates increase with age. Reported annual
failure rates can double going from three to six year lifetimes [143] as HDDs enter end of
life [106, 107, 260]. Therefore, we focus on increasing HDD density through lowering IO to
decrease HDD emissions.
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Chapter 4

Kangaroo: Caching Billions of Tiny
Objects on Flash

“The species has an unusual eating practice. The kangaroo regurgitates grass and
shrubs that it has already eaten and chews it once more before swallowing it for
final digestion.”

PBS Nature, Kangaroo Fact Sheet. [187]

“Methane is a greenhouse gas that is roughly 25 times more powerful than carbon
dioxide at trapping heat in the atmosphere, making it a key target of global efforts
to fight climate change. Dairy cows and beef cattle are a significant source of
methane, which is released as a byproduct of food digestion in the stomach of cows
and other hoofed animals. Kangaroos, like cows, also have microbes in their gut
which aid in digesting plant material. But these microbes release acetic acid instead
of methane.”

Sheraz Sadiq on “Reducing methane production from rumen cultures by
bioaugmentation with homoacetogenic bacteria”. [149, 213]

ANY WEB SERVICES require fast, cheap access to billions of tiny objects, each a

few hundred bytes or less. Examples include social networks like Facebook or
LinkedIn [60, 71, 253], microblogging services like Twitter [261, 262|, ecommerce [63],
and emerging sensing applications in the Internet of Things [111, 160, 161|. Given the
societal importance of such applications, there is a strong need to cache tiny objects at
high performance and low cost (i.e., capital and operational expense).

Among existing memory and storage technologies with acceptable performance, flash is
by far the most cost-effective. DRAM and non-volatile memories (NVMs) have excellent
performance, but both are an order-of-magnitude more expensive than flash. Thus, cost
argues for using of large amounts of flash with minimal DRAM.

Flash’s main challenge is its limited write endurance; i.e., flash can only be written so
many times before wearing out. Wearout is especially problematic for tiny objects because
flash can be read and written only at multi-KB granularity. For example, writing a 100 B
object may require writing a 4 KB flash page, amplifying bytes written by 40x and rapidly
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Figure 4.1: Overview of Kangaroo design and results.(a) High-level illustration
of Kangaroo’s design. (b) Miss ratio achieved on a production trace from Facebook by
different flash-cache designs on a 1.9 TB drive with a budget of 16 GB DRAM and three
device-writes per day. Prior designs are constrained by either DRAM or flash writes,
whereas Kangaroo’s design balances these constraints to reduce misses by 29%.

wearing out the flash device. Thus, cost also argues for minimizing excess bytes written to
flash.

The problem. Prior flash-cache designs either use too much DRAM or write flash too
much. Log-structured caches write objects to flash sequentially and keep an index (typically
in DRAM) that tracks where objects are located on flash [61, 105, 159, 220, 229, 237].
By writing objects sequentially and batching many insertions into each flash write, log-
structured caches greatly reduce the excess bytes written to flash. However, tracking
billions of tiny objects requires a large index, and even a heavily optimized index needs
large amounts of DRAM [105]. Set-associative caches operate by hashing objects’ keys
into distinct “sets,” much like CPU caches [60, 71, 196]. These designs do not require
a DRAM index because an object’s possible locations are implied by its key. However,
set-associative caches write many excess bytes to flash. Admitting a single small object
to the cache requires re-writing an entire set, significantly amplifying the number of bytes
written to the flash device.

Our solution: Kangaroo. We introduce Kangaroo, a new flash-cache design optimized
for billions of tiny objects. The key insight is that existing cache designs each address
half of the problem, and they can be combined to overcome each other’s weaknesses while
amplifying their strengths.

Kangaroo adopts a hierarchical design to achieve the best of both log-structured and
set-associative caches (Fig. 6.1).

To avoid a large DRAM index, Kangaroo organizes the bulk of cache capacity as a set-
associative cache, called KSet. To reduce flash writes, Kangaroo places a small (e.g., 5%
of flash) log-structured cache, called KLog, in front of KSet. KLog buffers many objects,
looking for objects that map to the same set in KSet (i.e., hash collisions), so that each
flash write to KSet can insert multiple objects. Our insight is that even a small log will
yield many hash collisions, so only a small amount of extra DRAM (for KLog’s index) is
needed to significantly reduce flash writes (in KSet).

The layers in Kangaroo’s design complement one another to maximize hit ratio while
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minimizing system cost across flash and DRAM. Kangaroo introduces three techniques to
efficiently realize its hierarchical design and increase its effectiveness. First, Kangaroo’s
partitioned index lets it efficiently find all objects in KLog that map to the same set in KSet
while using a minimal amount of DRAM. Second, since Kangaroo is a cache for immutable
objects, not a key-value store, it is free to drop objects instead of admitting them to KSet.
Kangaroo’s threshold admission policy exploits this freedom to admit objects from KLog
to KSet only when there are enough hash collisions — i.e., only when the flash write is
sufficiently amortized. Third, Kangaroo’s “RRIParoo” eviction policy improves hit ratio
by supporting intelligent eviction in KSet, even though KSet lacks a conventional DRAM
index to track eviction metadata.

Summary of results. We implement Kangaroo as a module in CacheLib [60] (cachelib.
org). We evaluate Kangaroo by replaying production traces on real systems and in simu-
lation for sensitivity studies. Prior designs are limited by DRAM usage or flash write rate,
whereas Kangaroo optimizes for both constraints. For example, under typical DRAM and
flash-write budgets, Kangaroo reduces misses by 29% on a production trace from Face-
book (Fig. 4.1b), lowering miss ratio from 0.29 to 0.20. Moreover, in simulation, we show
that Kangaroo scales well with flash capacity, performs well with different DRAM and
flash-write budgets, and handles different access patterns well. We break down Kangaroo’s
techniques to see how much each contributes. Finally, we show that Kangaroo’s benefits
hold up in the real world through a test deployment at Facebook.

Contributions. This chapter contributes the following:

e Problem: We show that, for tiny objects, prior cache designs require either too much
DRAM (log-structured caches) or too many flash writes (set-associative caches).

¢ Key idea: We show how to combine log-structured and set-associative designs to
cache tiny objects on flash at low cost.

e Theoretical foundations: We develop a rigorous Markov model that shows Kangaroo
reduces flash writes over a set-associative flash design without any increase in miss
ratio.

e Kangaroo design € implementation: Kangaroo introduces three techniques to realize
and improve the basic design: its partitioned index, threshold admission, and RRI-
Paroo eviction. These techniques improve hit ratio while keeping DRAM usage, flash
writes, and runtime overhead low.

® Results: We show that, unlike prior caches, Kangaroo’s design can handle different
DRAM and flash-write budgets. As a result, Kangaroo is Pareto-optimal across a
wide range of constraints and for different workloads.

4.1 Kangaroo Overview and Motivation
Kangaroo is a new flash-cache design optimized for billions of tiny objects. Kangaroo
maximizes hit ratio while minimizing DRAM usage and flash writes. Like some key-value

stores [79, 166, 175], Kangaroo adopts a hierarchical design, split across memory and flash.
Fig. 4.2 depicts the two layers in Kangaroo’s design: (1) KLog, a log-structured flash cache
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and (i) KSet, a set-associative flash cache; as well as a DRAM cache that sits in front of
Kangaroo.
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Figure 4.2: Looking up objects in Kangaroo. Lookups in Kangaroo first check a
tiny DRAM cache; then KLog, a small on-flash log-structured cache with an in-DRAM
index; and finally KSet, a large on-flash set-associative cache. Kangaroo uses little DRAM
because KLog is small and KSet has no DRAM index.

Basic operation. Kangaroo is split across DRAM and flash. As shown in Fig. 4.2,
@ lookups first check the DRAM cache, which is very small (<1% of capacity). @ If
the requested key is not found, requests next check KLog (/5% of capacity). KLog main-
tains a DRAM index to track objects stored in a circular log on flash. @ If the key is not
found in KLog’s index, requests check KSet (=95% of capacity). KSet has no DRAM in-
dex; instead, Kangaroo hashes the requested key to find the set (i.e., the LBA(s) on flash)
that might hold the object. If the requested key is not in the small, per-set Bloom
filter, the request is a miss. Otherwise, the object is probably on flash, so the request
reads the LBA(s) for the given set and scans for the requested key.

@ KLog Index @
@ DC%?hlg Bloom filters
(| —> g > B[ ——
\
DRAM \
Flash @

Figure 4.3: Inserting and evicting objects in Kangaroo. Objects are first inserted
into the tiny DRAM cache, then appended to KLog, and finally moved — along with all
other objects mapping to the same set — to KSet. Kangaroo significantly reduces write
amplification because KLog is written sequentially and each write to KSet inserts multiple
objects.

Insertions follow a similar procedure to reads, as shown in Fig. 4.3. @ Newly inserted
items are first written to the DRAM cache. This likely pushes some objects out of the
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DRAM cache, where they are either dropped by KLog’s pre-flash admission policy or
added to KLog’s DRAM index and @d appended to KLog’s flash log (after buffering
in DRAM to batch many insertions into a single flash write). Likewise, inserting objects
to KLog will push other objects out of KLog, which are either dropped by another
admission policy or @b) inserted into KSet. Insertions to KSet operate somewhat differently
than in a conventional cache. For any object moved from KLog to KSet, Kangaroo moves
all objects in KLog that map to the same set to KSet, no matter where they are in the log.
Doing this amortizes flash writes in KSet, significantly reducing Kangaroo’s ALWA.

Design rationale. Kangaroo relies on its complementary layers for its efficiency and per-
formance. At a high level, KSet minimizes DRAM usage and KLog minimizes flash
writes. Like prior set-associative caches, KSet eliminates the DRAM index by hashing
objects’ keys to restrict their possible locations on flash. But KSet alone suffers too much
write amplification, as every tiny object writes a full 4 KB page when admitted. KLog
comes to the rescue, serving as a write-efficient staging area in front of KSet, which Kan-
garoo uses to amortize KSet’s writes.

On top of this basic design, Kangaroo introduces three techniques to minimize DRAM
usage, minimize flash writes, and reduce cache misses. (i) Kangaroo’s partitioned index
for KLog can efficiently find all objects in KLog mapping to the same set in KSet, and
is split into many independent partitions to minimize DRAM usage. (i) Kangaroo’s
threshold admission policy between KLog and KSet only admits objects to KSet when
at least n objects in KLog map to the same set, reducing ALWA by > nx. (iii) Kangaroo’s
“RRIParoo” eviction improves hit ratio in KSet by approximating RRIP [133], a state-of-
the-art eviction policy, while only using a single bit of DRAM per object.

4.2 Theoretical Foundations of Kangaroo

We develop a Markov model of Kangaroo’s basic design, including threshold admission, to
analyze Kangaroo’s miss ratio and flash write rate. This model rigorously demonstrates
that Kangaroo can greatly reduce ALWA compared to a set-only design, without any increase
in miss ratio.

Assumptions. For tractability, this analysis makes several simplifying assumptions that
do not hold in our design (Sec. 4.3), implementation (Sec. 4.4), or evaluation (Sec. 4.5). We
assume the independent reference model (IRM), in which each object has a fixed reference
popularity, drawn independently from a known object probability distribution. However,
we make no assumptions about the object popularity distribution; our model holds across
any popularity distribution (uniform, Zipfian, etc.). We also assume that all objects are
fixed-size and that KSet uses FIFO eviction. Similar assumptions are common in prior
cache models [43, 61, 62, 88, 92, 113, 141, 197, 211].

We model a cache consisting of two layers: a log-structured cache and a set-associative
cache, called KLog and KSet, as in Kangaroo — but note that the model simplifies Kan-
garoo’s operation significantly. We assume that an object is first admitted to KLog. Once
KLog fills up, it flushes all objects to KSet. KLog and KSet may employ an admission
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Variable Description

Out-of-cache state.
KLog state.
KSet state.

Capacity of each set.

Number of sets in KSet.
Capacity of KLog.

Probability of requesting object i.

Jaw g | SO0

m Miss probability.
f Flash write rate.
T X Stationary probability of object i in state X.
X —Y  Transition from state X to state Y.

Table 4.1: Variables in Kangaroo model. Key variables in the Markov model with
descriptions.

policy that drops objects instead of admitting them, as described below. Our goals are
(i) to compute the miss probability and flash writes per cache access and (%i) to show that
Kangaroo improves miss ratio for a given write rate vs. the baseline set-associative cache.

Modeling approach. We model how a single object moves through KLog and KSet.
Fig. 4.4 shows our simple continuous-time Markov model, which has three states: an object
can be out-of-cache (O), in KLog (@), or in KSet (W). To compute the miss probability
m, we need to know each object’s probability of being requested, which is fixed according
to the IRM, and the probability that it is out-of-cache (in state O). To find the latter,
we need to know each state’s stationary probabilities, 7, i.e., the likelihood of an object
being in a given state once the cache reaches its steady-state behavior. To compute these
probabilities and to find flash write rate, we require the transition rates between states,
e.g., how often an object transitions O — () when an object is admitted to KLog. Table 4.1
summarizes the key variables in the model.

Summary of model results. Through building our model from a baseline set-associative
cache, we will show that Kangaroo’s ALWA follows Theorem 1 and that Kangaroo’s miss
ratio is the same as a set-associative flash cache.

Theorem 1. Suppose KLog contains q objects; KSet contains s sets with w objects each;
objects are admitted to flash with a p probability; and objects are only admitted to KSet if
at least n new objects are being inserted. Kangaroo’ app-level write amplification is

F
ALWA Kangaroo = P (1 + = - X(n) ) ) (41)
Fx()E[X|X > n]
where X ~ Binomial(q,1/s) and Fx(n) =Y ;o P[X =] is the probability of a set being
re-written. Furthermore, the probability of admitting an object to KSet is P[X > n|X > 1].

For a reasonable parameterization of Kangaroo on a 2 TB drive with 5% of flash dedi-
cated to KLog (¢q =5-10% s =4.6-10%, w = 40, p = 1, and n = 2), Kangaroo’s ALWA will
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Figure 4.4: Markov Model for Kangaroo. The continuous Markov model for Kanga-
roo’s basic cache design (a) with no log, (b) with no admission policies, (¢) with Kangaroo’s
threshold admission before KSet, and (d) with probabilistic admission before KLog.

be =~ 5.8. In contrast, a set-associative cache of the same size and admission probability,
P[X > n|X > 1] = 0.45, gets ALWAgets = w - 0.45 = 17.9x. That is, Kangaroo improves
ALWA by &~ 3.08x, a large decrease in ALWA with only a small percentage of flash dedicated
to KLog.

4.2.1 Baseline set-associative cache

We first analyze a baseline set-associative cache (i.e., without KLog) and build up to
Kangaroo. This design has all objects admitted directly to KSet.

Transition rates: Each object 7 is requested with probability ;. When an object is requested
and not in the cache, there is a miss and the object moves to KSet. So, the transition rate
from O — W is r;.

Each set in KSet holds w objects. Since we are modeling FIFO eviction of fixed-sized
objects, KSet evicts each object after w newer objects are inserted into the same set. With
s sets, each set only receives 1/s of misses, so the probability of writing a new object to

a set is %*. Since there needs to be w newer objects in the set to evict an object, the

transition rate from W — O is mT/S

Stationary probabilities: With the transition rates, we calculate the stationary probabilities
using two properties of stationary probabilities: (i) the sum of all the stationary proba-
bilities is 1 and (i) the likelihood of entering and leaving a state is equal since stationary

probabilities occur at steady-state behavior. From these, we reach the equations:

l=mo+mw (42)
riT,0 = % W (4~3)

35



which means that the stationary probabilities are:

m

0= ——— 4.4

.0 m-—+swr; ( )
SWT;

Wy = 4.5

W m-+swr; ( )

Miss ratio: The miss ratio is computed by summing the probability that an object will miss
when it is requested for all objects. Object i is requested with probability r; and misses
when it is out-of-cache with probability m; 0. Hence, the overall miss ratio m is:

mr;
Mpaseline = E T T0 = E (46)
- m-+swr;

i

Without knowing the popularity distribution {r;}, we cannot go further than this; yet we
will see it is sufficient to show that Kangaroo’s design does not compromise miss ratio
under our model.

Flash writes: To compute the flash write rate, we assign a write-cost to each edge in Fig. 4.4.
For the baseline set-associative cache, each transition O — W re-writes the entire set, and
so the transition has a write-cost of w. Transitions W — O do not write anything to flash,
and so they have no write-cost. The flash write rate f is the average bytes written to flash
on each access; that is, we compute write rate in logical time. In the baseline design, this

is:
fbaseline = Z Ty T,0 * W= W * Mpaseline (47)

(2

The application-level write amplification (ALWA) is the flash write rate divided by the
miss rate, since each miss should ideally write exactly one object. Hence, for the baseline:

ALWApaseline = fbaseline = w, (48)

Mpaseline
which matches our expectations for set-associative designs, since w is just the size of each
set.

4.2.2 Add KLog, no admission policies

Next we add KLog, a log-structured cache, in front of KSet, as shown in Fig. 4.4b. KLog’s
operation in our simple model is to buffer objects until full, and then flush the log’s contents
to KSet.

Transition rates: The transition rate O — ) with KLog is the same as O — W in the
baseline, since the only difference is that objects are written to KLog instead of KSet.

In our simplified Markov model, KLog flushes all objects in KLog to KSet when KLog
is completely full, i.e., it has ¢ objects. KLog starts with 0 objects and each miss inserts
one object, so KLog is half-full when an object is admitted on average. Therefore, on
average, q/2 objects need to be inserted until the next flush, and the transition rate from

Q— Wis % = 277”. Finally, the transition rate from W — O is the same as the baseline.
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Stationary probabilities:

2m m
o= ~ 4.9
.0 qr; +2m+2swr;  m4swr; (4.9)
qr;
i,Q = 4.10
TiQ qr; +2m + 2swr; ( )
2 f
W il (411)

B qr; +2m+ 2swr;

The approximation for m; o holds when ¢ < sw (i.e., when KLog is much smaller than
KSet). We find that Eq. 4.9 is the same as Eq. 4.4, demonstrating that adding KLog does
not significantly affect the probability an object is out-of-cache, so long as KLog is small.

Miss ratio: As a result, the miss ratio does not change either:

MKLog-only = Z T 5,0 (412)

=3 n 2m (4.13)

m

A T X ———— (4.14)

= Mpaseline (4 1 5)

Flash write rate: Writes are much cheaper with KLog. Since log-structured caches write
out objects sequentially in batches, newly admitted objects to KLog only write one object
to flash per miss. Hence the write-cost of O — @) edge is 1.

Writes to KSet are also cheaper because, even though w objects are still written to
flash at a time, these writes are amortized across all objects in KLog that map to the same
set. The number of objects admitted to each set is a balls-and-bins problem. Specifically,
it follows a binomial distribution X ~ B(gq,1/s). Each transition is amortized across
E[B|B > 1] objects, as KSet only writes the set if at least one object is admitted. The
total flash write rate is:

2m w
ogonly = > Ti Mo 14 g 4.16
fKLg ly ZT 74,0 + q Ti,Q ]E[X|X21] ( )

i

Which means every object suffers write amplification of:

w
ALVVAKLog-only =1+ E

EXXST (4.17)
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Deriving Eq. 4.17 in detail:

[— Z Tis2me L4+ S qri - greresT)
Y - qr; + 2m + 2swr;
_ (14 w o Z 2mr;
B E[X|X > 1] — qr; + 2m + 2swr;

w
=11 TIvVIiv < 11 og-on
( *E[wazu) Loy

This means that KLog is responsible for 1 object write, and the rest of the writes come
from KSet.

4.2.3 Add threshold admission before KSet

Next, we consider the impact of adding Kangaroo’s threshold admission policy (Sec. 4.3.3),
which only admits objects to a set in KSet if at least n objects map to that set. For instance,
a threshold of 2 means that if KLog has only one object mapping to a set, then that object is
discarded (evicted) instead of being inserted into KSet. To represent threshold admission,
we add an edge in the Markov model (Fig. 4.4c) back from ¢ — O, denoting the discarded
objects.

Transition rates: We denote the probability that a set has at least n objects mapped to it
during a flush of KLog as 7(n). The exact value of 7 can be computed from the binomial
distribution, X, where X ~ Binomial(g,1/s) given that there is one object mapping the
the set, i.e., X > 1. Since objects are admitted to KSet if there are greater than n:

_ FX(”)
) =%y

the probability that X has a value greater than n given that X has a value greater than 1.

The stream of objects flushed from KLog are split between the transition ¢) — O and
@@ — W. The added edge back from ) — O, represents the 1 — 7 fraction of the discarded
objects. The remaining 7 fraction transition () — W as before. For the Markov model,
the transition probabilities along those edges are multiplied by their probability.

The admission policy also reduces the admission rate to state W, which in turn causes
an object to spend more time in state W. This is reflected in the transition rate W — O,
which is scaled by 7.

(4.18)

Stationary probability and miss ratio: Threshold admission adds an edge, which causes the
stationary equations to be more complicated:

1= 5,0 + T5,Q + W (419)
2m (1 —
T 7Ti70 = m 7Ti,W + M 7Ti,Q (420)
Sw q
2
DT =" g (4.21)

Sw
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Surprisingly, the threshold admission policy does not change the stationary probabilities
in the Markov model. Hence, the miss ratio is also unchanged:

Mthreshold — T KLog-only = Mpaseline (422)

Flash write rate: Threshold admission further reduces the write rate in two ways: (i) ob-
jects are less likely to enter KSet at all; and (i7) the write-cost of KSet is reduced because at
least n objects are written. This is reflected in the flash write rate and write amplification:

2mT w

restold = 3 T M0+ L+ T Mg 4.23
Jfthreshold iT mo- 1+ .0 E[X|X > 7] ( )

w
AIWAhreshold = 1 + =————— - 4.24
threshold +E[X\X2n] T ( )

This formula is derived similar to Eq. 4.17 above. Note that the ALWA can be easily read
off from Fig. 4.4 at a glance by “following the write loop” from O back to O, adding up
write costs for each edge and scaling them by their transition rate relative to KLog-only;
e.g., by a factor of 7 for the second term.

Kangaroo’s threshold admission policy thus greatly decreases ALWA in KSet’s set-
associative design by guaranteeing a minimum level of amortization on all flash writes.

4.2.4 Add probabilistic admission before KLog

The above techniques — KLog and threshold admission — are Kangaroo’s main tricks to
reduce flash writes. However, the design thus far always has write amplification at least
1x because all objects are admitted to KLog. It is possible to achieve write amplification
below 1x by adding an admission policy in front of KLog. We now consider the effect of
adding a probabilistic admission policy that drops objects with a probability p before they
are admitted to KLog, as shown in Fig. 4.4d.

Transition rates: If only a fraction p of objects are admitted to KLog, then the transition
rate O — (@) decreases by a factor p. This factor of p propagates to all of the other transition
rates.

Stationary probability and miss ratio: As with the threshold admission policy, stationary
probabilities and miss ratio do not change by adding a probabilistic admission policy before
KLog.

This insensitivity to admission probability reflects a limitation of the model: we as-
sume static reference probabilities, so all popular objects will eventually make it into the
cache. In practice, object popularity changes over time, so miss ratio decreases at very low
admission probabilities because the cache does not admit newly popular objects quickly
enough.

Flash write rate: The write-cost of each edge does not change, but probability of traversing
each edge changes by a factor p. Thus:

2mpT w

A 4.25
g EXX =1 (4.25)

fKangaroo = Zprl * 7,0 ¢ I+

)
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w
AIWAKanearoo = 14 —F—F——" 4.26
s =2 (14 55757 7) 20

This equation is Theorem 1, as expected.

4.2.5 Modeling results

With a full model of Kangaroo, we can not only show the ALWA benefits of Kangaroo over
the set-associative baseline, but we can also predict the effect of different parameters on
Kangaroo’s ALWA.

Fig. 4.5 shows the effect of KLog’s size on ALWA without an admission policy. As
Kangaroo devotes more space to KLog, its ALWA greatly decreases. For instance, doubling
the percent of the cache dedicated to KLog from 2.5% to 5% decreases ALWA by up to
38%. Since the overall amount of flash dedicated to KLog is small, there is only a small
increase in DRAM overhead for this configuration of Kangaroo. Thus, even a small KLog
greatly decreases ALWA.

60 1 —— 50 B
< 100 B
% 401 —<— 200 B
< —<— 500 B
201 H\)\
0 5 10 15 20 25

KLog Size (% of flash)

Figure 4.5: Modeled ALwA in Kangaroo with different KLog sizes. Modeled ALWA
for Kangaroo with different percentages of the flash cache devoted to KLog, assuming 4 KB
sets, 100% probabilistic admission, and no admission threshold.

Fig. 4.6 shows the effect of thresholding on ALWA and KSet’s admission probability
for different object sizes using Theorem 1, keeping KLog at 5% of cache size. With no
thresholding (n = 1), no objects are rejected; but as the threshold increases more objects
are rejected (Fig. 4.6a). Also, since more objects fit in the KLog when objects are smaller,
smaller objects are more likely to be admitted. Thresholding significantly reduces ALWA
(Fig. 4.6b). Importantly, the ALWA savings are larger than the fraction of objects rejected,
unlike purely probabilistic admission. For instance, with 100 B objects, threshold n = 2
admits 44.4% of objects, but its write rate is only 22.8% of the write rate with threshold
n=1.

The ALWA results are consistent with results in our experiments (Sec. 4.5), giving us
confidence when using the model to explore the ALWA design space.
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Figure 4.6: Modeled AtwA in Kangaroo with different thresholds. Modeled (a)
admission percentage and (b) ALWA for Kangaroo with different threshold values and object
sizes, assuming 4 KB sets and KLog w/ 5% of capacity.

4.3 Kangaroo Design

This section describes the techniques introduced in KLog and KSet to reduce DRAM, flash
writes, and miss ratio.

4.3.1 Pre-flash admission to KLog

Like previous flash caches, Kangaroo may not admit all objects evicted from the DRAM
cache [60, 86, 87, 105, 108, 110]. It has a pre-flash admission policy that can be configured
to randomly admit objects to KLog with probability p, decreasing Kangaroo’s write rate
proportionally without additional DRAM overhead. Compared to prior designs, Kangaroo
can afford to admit a larger fraction of objects to flash than prior flash caches due to its
low ALWA; in fact, except at very low write budgets, Kangaroo admits almost all objects
to KLog.

4.3.2 KLog

KLog’s role is to minimize the flash cache’s ALWA without requiring much DRAM. To ac-
complish this, it must support three main operations: LOOKUP, INSERT, and ENUMERATE-
SET. ENUMERATE-SET allows KLog to find all objects mapping to the same set in KSet.
LOOKUP and INSERT operate similarly to a conventional log-structured cache with an ap-
proximate index. However, the underlying data structure is designed so that ENUMERATE-
SET is efficient and has few false positives.

Operation. Like other log-structured caches, KLog writes objects to a circular buffer
on flash in large batches and tracks objects via an index kept in DRAM. To support
ENUMERATE-SET efficiently, KLog’s index is implemented as a hash table using separate
chaining. Each index entry contains an offset to locate the object in the flash log, a
tag (partial hash of the object’s key), a next-pointer to the next entry in the chain (for
collision resolution), eviction-policy metadata (described in Sec. 4.3.4), and a valid bit.

41



Partitions ___Partitions Partitions
hash(key) I e @
Tables @ Tables Tables @
) Eaglnext] /
Set N taginext| N
e ®< [ Inext]] offset[tagnext \% b BBlhext 0
DRAM offsetiEB ] | i
Flash @ ‘/@> KSet
=
KLog I |
(a) KLog lookup. (b) KLog insertion. (c) KLog eviction.

Figure 4.7: Overview of KLog operations. KLog allows for lookup, insertion, and
eviction of objects.

LooKUP: To look up a key (Fig. 4.7a), @ KLog determines which bucket it belongs to by
computing the object’s set in KSet. @ KLog traverses index entries in this bucket, ignoring
invalid entries, until a tag matches a hash of the key. If there is no matching tag, KLog
returns a miss. @ KLog reads the flash page at offset in the log. After confirming a full
key match, KLog returns the data and updates eviction-policy metadata.

INSERT: To insert an object (Fig. 4.7b), @ KLog creates an index entry, adds it to the
bucket corresponding to the key’s set in KSet, and appends the object to an in-DRAM
buffer. The on-flash circular log is broken into many segments, one of which is buffered in
DRAM at a time. @ Once the segment buffer is full, it is written to flash.

ENUMERATE-SET: The ENUMERATE-SET(x) operation returns a list of all objects cur-
rently in KLog that map to the same set in KSet as object x. This operation is efficient
because, by construction, all such objects will be in the same bucket in KLog’s index. That
is, KLog intentionally exploits hash collisions in its index so that it can enumerate a set
simply by iterating through all entries in one index bucket.

Internal KLog structure. As depicted in Fig. 4.7, KLog is structured internally as
multiple partitions. Each partition is an independent log-structured cache with its own
flash log and DRAM index. Moreover, each partition’s index is split into multiple tables,
each an independent hash table.

This partitioned structure reduces DRAM usage, as described next, but otherwise
changes the operation of KLog little. The table and partition are inferred from an ob-
ject’s set in KSet. Hence, all objects in the same set will belong to the same partition,
table, and bucket; and operations work as described above within each table.

Reducing DRAM usage in KLog. Table 5.3 breaks down Kangaroo’s DRAM usage
per object vs. a naive log-structured design as a standalone cache (“Naive Log-Only”) and
as a drop-in replacement for KLog (“Naive Kangaroo”).

The flash offset must be large enough to identify which page in the flash log contains
the object, which requires log,(LogSize/4 KB) bits. By splitting the log into 64 partitions,
KLog reduces LogSize by 64x and saves 6 b in the pointer.
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Component Naive Log-Only Naive Kangaroo Kangaroo
w» offset 29b 25b 19b
<  tag 29D 29b 9b
S next-pointer 64b 64b 16b
¥  Eviction metadata 67b 58b 3b
= valid 1b 1b 1b
M Sub-total 190 bits/obj 177 bits/obj 48 bits/obj
- Bloom filter - 3b 3b
2 Eviction - 5b 1b
M Sub-total - 8 bits/obj 4 bits/obj
—  Index buckets ~ 3.1b ~ 3.1b ~ 0.8b
g Log size 100% = 181b 5% = 8.9b 5% = 2.4b
> Set size 0% 95% = 7.6b 95% = 3.8b
©  Total 193.1 bits/obj 19.6 bits/obj 7.0 bits/obj

Table 4.2: DRAM overhead in Kangaroo. Breakdown of DRAM per object for a
2TB cache, comparing Kangaroo to a naive log-structured cache and Kangaroo with a
naive log index. Bucket and LRU overhead assume 200 B objects.

The tag size determines the false-positive rate in the index; i.e., a smaller tag leads to
higher read amplification. KLog splits the index into 22° tables. Since the table is inferred
from the key, all keys in one table effectively share 20b of information, and KLog can use
a much smaller tag to achieve the same false positive rate as the naive design.?

KLog’s structure also reduces the next-pointer size. We only need to know the offset
into memory allocated to the object’s index table. Thus, rather than using a generic
memory pointer, we can store a 16b offset, which allows up to 2!¢ items per table. KLog
can thus index 2% items as parameterized (12.5 TB of flash with 200 B objects), which can
be increased by splitting the index into more tables.

In a naive cache using LRU eviction, each entry keeps a pointer to adjacent entries in
the LRU list. This requires 2 - log,(LogSize/ObjectSize) bits. In contrast, Kangaroo’s
RRIParoo policy (Sec. 4.3.4) is based on RRIP [133] and only needs 3 b per object in KLog
(and even less in KSet).

Finally, each bucket in KLog’s index requires one pointer for the head of the chain.
In naive logs, this is a 64 b pointer. In KLog, it is a 16 b offset into the table’s memory.
KLog allocates roughly one bucket per set in KSet. With 4 KB sets and 200 B objects, the
per-object DRAM overhead is 3.1b (Naive) or 0.8 b (KLog) per object.

All told, KLog’s partitioned structure reduces the per-object metadata from 190b to
48 b per object, a 3.96x savings vs. the naive design. Compared to prior index designs,
KLog’s index uses slightly more DRAM per object than the state-of-the-art (30 b per object
in Flashield [105]), but it supports ENUMERATE-SET and has fewer false positives. Most
importantly, KLog only tracks =5% of objects in Kangaroo, so indexing overheads are just
3.2b per object. Adding KSet’s DRAM overhead gives a total of 7.0b per object, a 4.3x

'Processor caches reduce tag size vs. a fully associative cache similarly; each index table in KLog
corresponds to a “set” in the processor cache.
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improvement over the state-of-the-art.

4.3.3 KLog — KSet: Minimizing flash writes

Write amplification in KLog is not a significant concern because it has a ALWA close to 1x
and writes data in large segments, minimizing DIWA. However, KSet’s write amplification
is potentially problematic due to its set-associative design. Kangaroo solves this by using
KLog to greatly reduce ALWA in KSet: namely, by amortizing each flash write in KSet
across multiple admitted objects.

Moving objects from KLog to KSet. A background thread keeps one segment free
in each log partition. This thread flushes segments from the on-flash log in FIFO order,
moving objects from KLog to KSet as shown in Fig. 4.7c. For each victim object in the
flushed segment, this thread @ calls ENUMERATE-SET to find all other objects in KLog
that should be moved with it; if there are not enough objects to move (see below), the
victim object is dropped or, if popular, is re-admitted to KLog; otherwise, the victim
object and all other objects returned by ENUMERATE-SET are moved from KLog to KSet
in a single flash write.

Instead of flushing one segment at a time, one could fill the entire log and then flush
it completely. But this leaves the log half-empty, on average. Flushing one segment at
a time keeps KLog’s capacity utilization high, empirically 80-95%. Incremental flushing
also increases the likelihood of amortizing writes in KSet, since each object spends roughly
twice as long in KLog and is hence more likely to find another object in the same set when

flushed.

Threshold admission to KSet. Kangaroo amortizes writes in KSet by flushing all ob-
jects in the same set together, but inevitably some objects will be the only ones in their set
when they are flushed. Moving these objects to KSet would result in the same excessive
ALWA as a naive set-associative cache. Thus, Kangaroo adds an admission policy between
KLog and KSet that sets a threshold, n, of objects required to write a set in KSet. If
ENUMERATE-SET(z) returns fewer than n objects, then z is not admitted to KSet.

To avoid unnecessary misses to popular objects that do not meet the threshold when
moving from KLog to KSet, Kangaroo readmits any object that received a hit during its
stay in KLog back to the head of the log. This lets Kangaroo retain popular objects while
only slightly increasing overall write amplification (due to KLog’s minimal ALWA).

4.3.4 KSet

KSet’s role is to minimize the overall DRAM overhead of the cache. KSet employs a
set-associative cache design similar to CacheLib’s Small Object Cache [60]. This design
splits the cache into many sets, each holding multiple objects; by default, each set is 4 KB,
matching flash’s read and write granularity. KSet maps an object to a set by hashing its
key. Since each object is restricted to a small number of locations (i.e., one set), an index
is not required. Instead, to look up a key, KSet simply reads the entire set off flash and
scans it for the requested key.
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To reduce unnecessary flash reads, KSet keeps a small Bloom filter in DRAM built
from all the keys in the set. These Bloom filters are sized to achieve a false positive rate
of about 10%. Whenever a set is written, the Bloom filter is reconstructed to reflect the
set’s contents.

RRIParoo: Usage-based eviction without a DRAM index. Usage-based eviction
policies can significantly improve miss ratio, effectively doubling the cache size (or more)
without actually adding any resources [58, 61, 67, 133, 229]. Unfortunately, implementing
these policies on set-associative flash caches is hard, as such policies involve per-object
metadata that must be updated whenever an object is accessed. Since KSet has no DRAM
index to store metadata and cannot update on-flash metadata without worsening ALWA,
it is not obvious how to implement a usage-based eviction policy. For these reasons, most
flash caches use FIFO eviction [4, 5, 7, 24, 60, 78, 111, 118, 219, 245], which keeps no
per-object state. Unfortunately, FIFO significantly increases miss ratio because popular
objects continually cycle out of the cache.

Kangaroo introduces RRIParoo, a new technique to efficiently support usage-based
eviction policies in flash caches. Specifically, RRIParoo implements RRIP [133], a state-
of-the-art eviction policy originally proposed for processor caches, while using only /1 bit
of DRAM per object and without any additional flash writes.

Background: How RRIP works. RRIP is essentially a multi-bit clock algorithm: RRIP
associates a small number of bits with each object (3 bits in Kangaroo), which represent
reuse predictions from NEAR reuse (000) to FAR reuse (111). Objects are evicted only once
they reach FAR. If there are no FAR objects when something must be evicted, all objects’
predictions are incremented until at least one is at FAR. Objects are promoted to NEAR
(000) when they are accessed. Finally, RRIP inserts new objects at LONG (110) so they
will be evicted quickly, but not immediately, if they are not accessed again. This insertion
policy handles scans that can degrade LRU’s performance.

RRIParoo’s key ideas. There are two ideas to support RRIP in KSet. First, rather than
tracking all of RRIP’s predictions in a DRAM index, RRIParoo stores the eviction meta-
data in flash and keeps only a small portion of it in DRAM. Second, to reduce DRAM
metadata to a single bit, we observe that RRIP only updates predictions upon eviction (in-
crementing predictions towards FAR) and when an object is accessed (promoting to NEAR).
Our insight is that, so long as KSet tracks which objects are accessed, promotions can be
deferred to eviction time, so that all updates to on-flash RRIParoo metadata are only made
at eviction, when the set is being re-written anyway. Hence, since KSet can track whether
an object has been accessed using only single bit in DRAM, KSet achieves the hit-ratio of
a state-of-the-art eviction policy with one-third of the DRAM usage (1b vs. 3b).

RRIParoo operation. RRIParoo allocates enough metadata to keep one DRAM bit per
object on average; e.g., 40b for 4 KB sets and 100 B objects. Objects use the bit corre-
sponding to their position in the set (e.g., the i*®® object uses the i*" bit), so there is no
need for an index. If there are too many objects, RRIParoo does not track hits for the
objects closest to NEAR, as they are least likely to be evicted.

Kangaroo also uses RRIP to merge objects from KLog. Tracking hits in KLog is trivial
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Figure 4.8: Kangaroo’s RRIParoo eviction policy. RRIParoo implements RRIP
eviction with only =~1b in DRAM per object and no additional flash writes.

because it already has a DRAM index. Objects are inserted into KLog at LONG prediction
(like usual), and their predictions are decremented towards NEAR on each subsequent
access. Then, when moving objects from KLog to KSet, KSet sorts objects from NEAR to
FAR and fills up the set in this order until out of space, breaking ties in favor of objects
already in KSet.

Example: Fig. 4.8 illustrates this procedure, showing how a set is re-written in KSet. (D We
start when KLog flushes a segment containing object F, which maps to a set in KSet. KLog
finds a second object, E, elsewhere in the log that also maps to this set. Meanwhile, the
set contains objects ., 2, C, and D with the RRIP predictions shown on flash, and & has
received a hit since the set was last re-written, as indicated by bits in DRAM. @ Since

received a hit, we promote its RRIP prediction to NEAR and clear the bits in DRAM.
@ Since no object is at FAR, we increment all objects’ predictions by 3, whereupon object

reaches FAR. @ Finally, we fill up the set by merging objects in DRAM and flash in
prediction-order until the set is full. The set now contains =, F, D, and C; * was evicted,
and E stays in KLog for now since its KLog segment was not flushed. (The set on flash is
only written once, after the above procedure completes.)

DRAM usage. As shown in Table 5.3, KSet needs up to 4 bits in DRAM per object:
one for RRIParoo and three for the Bloom filters. Combined with the DRAM usage of
KLog that contains about 5% of objects, Kangaroo needs ~7.0b per object, 4.3x less
than Flashield [105]. Moreover, the 1b per object DRAM overhead for RRIParoo can be
lowered by tracking fewer objects in each set. Taken to the extreme, this would cause the
eviction policy to decay to FIFO, but it allows Kangaroo to adapt to use less DRAM if
desired.

4.4 Experimental Methodology

This section describes the experimental methodology that we use for to evaluate Kangaroo
in Sec. 4.5.
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4.4.1 Kangaroo implementation and parameterization

We implement Kangaroo in C++ as a module within the CacheLib caching library [60].
Table 5.4 describes Kangaroo’s default parameters; we evaluate sensitivity to these param-
eters in Sec. 4.5.3.

Parameter Value
Total cache capacity 93% of flash
Log size 5% of flash
Admission probability to log from DRAM 90%
Admission threshold to sets from log 2

Set size 4KB

Table 4.3: Kangaroo’s default parameters.

4.4.2 Comparisons

We compare Kangaroo to (1) CacheLib’s small object cache (SOC), a set-associative design
that currently serves the Facebook Social Graph [71] in production; and (7i) an optimistic
version of a log-structured cache (LS) with a full DRAM index. For LS, we configure KLog
to index the entire flash device and use FIFO eviction.

We run experiments on two 16-core Intel Xeon CPU E5-2698 servers running Ubuntu
18.04, one with 64 GB of DRAM and one with 128 GB of DRAM. We use Western Digital
SN840 drives with 1.92'TB rated at three device-writes per day. This flash drive gives a
sustained write budget of 62.5 MB/s. We chose these configurations to be similar to those
deployed in the large-scale production clusters that contributed traces to this work, but
with extra DRAM to let us explore large log-structured caches.

Except where noted, all experiments are configured to stay within 16 GB of DRAM
(all-inclusive — DRAM cache, index, etc.); 62.5 MB/s flash writes, as measured directly
from the device (i.e., including DLWA); and 100 K requests/s, similar to what is achieved
by flash caches in production [60, 69]. To mimic a memory-constrained system, we limit
LS’s flash capacity to the maximum allowed by a 16 GB index assuming 30 b/object, the
best reported in the literature [105], but also grant LS an additional 16 GB for its DRAM
cache. Note that this is optimistic for LS, as DRAM is LS’s main constraint. We use
this variant as we were unable to compare to state-of-the-art systems: the source code of
Flashield [105] is not available, and we were unable to run FASTER [78| as a cache. All
systems use CacheLib’s probabilistic pre-flash admission policy.

4.4.3 Simulation

To explore a wide range of parameters and constraints, we implemented a trace-driven cache
simulator for Kangaroo. The simulator measures miss ratio and application-level write
rate. We estimate device-level write amplification based on our results in Sec. 2.2.4, using
a best-fit exponential curve to the DLWA of random, 4 KB writes for SOC and Kangaroo,
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and assuming a DLWA of 1x (no write amplification) for LS. Note that this is pessimistic
for Kangaroo, since writes to KLog incur less DLWA than SOC. Comparing the results with
our experimental data shows the simulator to be accurate within 10%. The simulator does
not implement some features of CacheLib including promotion to the memory cache, which
can affect miss ratios, but we have found it able to give a good indication of how the full
system would perform as parameters change.

4.4.4 Workloads

Our experiments use sampled 7-day traces from Facebook [60] and Twitter [261]. These
traces have average object sizes of 291 B and 271 B, respectively. For systems experiments,
we scale the Facebook trace to achieve 100K reqgs/s by running it 3x concurrently in
different key spaces.

The simulator results use sampled-down traces, and we scale-up the measurements to
a full-server equivalent based on the server’s flash capacity and desired load as described
below, Sec. 4.4.6. We use 1% of the keys for the Facebook trace and 10% of the keys for
the Twitter trace. Unless otherwise noted, we report numbers for the last day of requests,
allowing the cache to warm up and display steady-state behavior.

4.4.5 Metrics

Kangaroo is designed to balance several competing constraints that limit cache effective-
ness. As such, our evaluation focuses on cache miss ratio, i.e., the fraction of requests that
must be served from backend systems, under different constraints. We further report on
Kangaroo’s raw performance, showing it is competitive with prior designs.

4.4.6 Scaling traces

Our scaling methodology allows us explore a wide range of system parameters in simulation.
This methodology builds on prior analysis of scaling caches [56, 57, 152, 185, 217, 246],
and Table 4.4 summarizes its key parameters.

The model involves three free parameters that let us: (i) choose the load on each
server; (ii) choose the flash cache size on each server; and (%i7) down-sample requests
to accelerate simulations. Moreover, the methodology incorporates three constraints to
exclude infeasible configurations: request throughput, flash write rate, and DRAM usage.

Goals for scaling traces. The starting point for our methodology is a trace collected
from a real, production system. For simplicity and without loss of generality, we assume
that the trace is gathered from a single caching server. This trace’s requests arrive at a
rate R, (measured in, e.g., requests/s).

The goal of our methodology is to use this trace to explore other system configurations.
In particular, we want to explore caching systems with fewer or more caching servers and
with different amounts of resources at each individual server. We do this by modeling the
performance of a single server in the desired system configuration. Last but not least, we
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Param Description

R Request rate.

4 Relative load factor.

S Flash cache size.

w App-level write rate (w/out DLWA).
D Device-level write rate.

k Trace sampling rate.

Q Per-server DRAM capacity.

To Param x in original system.
Tm Param z in modeled system.
Ts Param x in simulated system.

Table 4.4: Key parameters in trace scaling methodology.

want to be able to do this efficiently, i.e., without needing to actually duplicate the original
production system, by running scaled-down simulations.

Load factor and request rate per server. The first choice in the methodology is the
load factor on each server, which changes the number of servers in the cluster. In the
original system, each server serves requests at a rate R, — by increasing or decreasing this
rate, we effectively scale the number of caching servers that are needed to serve all user
requests.

The parameter ¢ sets the relative load factor at each server. That is, the request rate
at each server in the modeled system is

Ry =10 R, (4.27)

and the total number of caching servers in the modeled system scales o< 1/7.

The load factor is clearly an important parameter. In general, a higher load factor is
desirable, as higher load reduces the number of servers needed to serve all user requests.
However, load factor is constrained by the maximum request throughput at a single server
Rax. Specifically, the maximum load factor is

gmax = Rmax/Ro- (428)

Higher load factors may also not be desirable because higher load increases flash write
rate and, at a fixed cache size per server, increases miss ratio. Hence, the best load factor
will depend on a number of factors, including properties of the trace like object size and
locality (i.e., miss ratio curve).

Flash cache size. The next choice is the per-server flash cache size, S,,. This is a free
parameter constrained only by flash write rate and the size of the flash device. (A log-
structured cache size is also constrained by DRAM, as discussed below.)

This parameter is significant because it determines the miss ratio at each server. A
bigger cache is usually better, until write amplification or DRAM usage exceed the server’s
constraints. For a given cache design, at cache size Sy, it will achieve miss ratio of m,(Sn)
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and a flash write rate (excluding DLWA) of
Wi < My (Sm) - R (4.29)

The miss ratio m(.S) depends on the system, because load factor varies between systems.
Application-level write rate W is scaled by a design-specific factor corresponding to the
cache design’s ALWA — this factor is large for set-associative designs like SOC, smaller for
Kangaroo, and essentially 1x for log-structured caches like LS.

The maximum cache size Sp.x is determined from the flash-write constraint, D, ..
Specifically, we multiply the application-level flash write rate W, by the estimated DLWA
to get the device-level write rate D,,. We then sweep the flash cache size Sy, to find the
sizes that stay within the constraint. Increasing cache size has two competing effects on
write rate: larger caches generally have fewer misses, leading to fewer insertions, but they
also suffer higher DLWA, increasing the cost of each insertion. As a result, the maximum
size usually lies on the “knee” of the DLWA curve (see Fig. 2.5), though which size hits the
knee depends on the cache design (via ALWA), the load factor (via Ry,), and the trace itself
(via my,).

We are now ready, in principle, to run experiments to model the desired system. By
replaying the original trace, which has a request rate of R,, we are simulating a system at
1/l-scale of the desired system (since R, = R,,/¢). We therefore need to scale the cache
size in our experiments by the same factor, simulating a cache of size Ss = S,,,/¢. (This is
why increasing load factor can hurt miss ratio: all else equal, a larger load factor reduces
effective cache capacity.) We can then interpret results by scaling them up by a factor ¢,
e.g., rescaling the measured write rate W to report a modeled write rate of Wy, = ¢ - Wi.
We can accelerate experiments further by employing the same trick more aggressively.

Accelerating simulations by sampling down. To speedup simulation, we downsample
the original trace by pseudorandomly selecting keys to produce a new, sampled trace that
we will use in the actual simulation experiments. This trace has a request rate of Ry,
yielding an empirically measured sampling rate of

k=R./R, (4.30)

Downsampling by £ < 1 makes simulations take many fewer requests and also lets simu-
lated flash capacity fit in DRAM, significantly accelerating each experiment.
We must scale down the other resources in the system to match the downsampled trace.

The simulated cache size is
Ss = k- Sh,. (4.31)

With this scaling, simulated write rate needs to be scaled up by 1/k to compute the
modeled system’s write rate

Wi = W /k. (4.32)
However, simulated miss ratio does not change
M (Sm) = My (Ss/k) = mg(Ss). (4.33)

(Miss ratio is invariant under sampling because it is the ratio of rates, so the scaling factors
cancel.)
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DRAM constraints per server. In addition to other constraints, systems are con-
strained in their DRAM usage. This is particularly important for log-structured caches
like LS, but every system includes a DRAM cache that has a (modest) impact on results.
We enforce DRAM constraints by observing that the DRAM : flash ratio should be held
constant between the simulated and modeled system. So, given a fixed DRAM capacity in
the modeled system @, (e.g., 16 GB), the flash cache size in the modeled system S,,, and
the simulated flash cache size S, it is trivial to compute the simulated DRAM budget:

_ @nSs

=g
For each simulation, we compute the DRAM overhead for that cache design (e.g., for

its DRAM index and Bloom filters), and use the remaining DRAM capacity as a DRAM

cache. For LS, flash cache size is often limited by DRAM usage, not the flash write rate or
device size.

Qs

(4.34)

The methodology in practice. The above describes the methodology from a top-down
perspective, starting from the decisions that have the largest impact on performance and
cost. In practice, we use this methodology to understand the parameter limitations for the
simulator. Then, the scaling methodology is applied in the opposite direction, starting from
the parameters of a specific simulation experiment and backing out the modeled system
configuration for any given simulation.

Specifically, we run each simulation with a DRAM capacity @), flash size Sg, and trace
sampled at rate k. These experiments produce a miss ratio mg(Ss) and application-level
flash write rate Wj.

Then, given a fixed DRAM budget in the modeled system (), we compute the full
properties of the modeled caching system. We compute the size of the modeled flash cache

as
Sm = Qis‘
QS
This is the flash cache size that respects the modeled DRAM constraint and keeps DRAM : flash
ratio constant. Moreover, to maintain miss ratio, the ratio of cache sizes Sy, /S5 must equal
the ratio of request rates R,,/Rs. We want to model a system receiving R,, = ¢ - R, re-
quests, but actually run a simulation with Ry = k - R, requests. Hence, the load factor

1S
Sm

(4.35)

R

(= k=—Fk 4.36
Ry Sy (4:36)
yielding a modeled request rate of
S
Ry = —Rs 4.37
- (437
Finally, we scale the write rate and estimate DILWA for size S,
W
Dy, = DLWA(Sy,) - - (4.38)

This methodology lets us run short simulations to estimate the behavior of a wide range
of modeled caching systems, while obeying constraints faced by production servers.
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Figure 4.9: Miss ratio over time. Miss ratio for all three systems over a 7-day Facebook
trace. All systems are run with 16 GB DRAM, a 1.9 TB drive, and with write rates less
than 62.5 MB/s.

4.5 FEvaluation

This section presents experimental results from Kangaroo and prior systems. We find that:
(i) Kangaroo reduces misses by 29% under realistic system constraints. (i) Kangaroo
improves the Pareto frontier when varying constraints. (i) In a production deployment,
Kangaroo reduces flash-cache misses by 18% at equal write rate and reduces write rate by
38% at equal miss ratios. We also break down Kangaroo by technique to see where its
benefits arise.

4.5.1 Main result: Kangaroo significantly reduces misses vs. prior
cache designs under realistic constraints

Kangaroo aims to achieve low miss ratios for tiny objects within constraints on flash-device
write rate, DRAM capacity, and request throughput. This section compares Kangaroo
against SOC and LS on the Facebook trace, running our CacheLib implementation of each
system under these constraints. We configure each cache design to minimize cache miss
ratio while maintaining a device write rate lower than 62.5 MB/s and using up to 16 GB
of memory and 1.9 TB of flash. Later sections will consider how performance changes as
these constraints vary.

Miss ratio: Fig. 4.9 shows that Kangaroo reduces cache misses by 29% vs. SOC and by
56% vs. LS. This is because Kangaroo makes effective use of both limited DRAM and flash
writes, whereas prior designs are hampered by one or the other. Specifically, SOC is limited
primarily by its high write rate, which forces it to admit a lower percentage of objects to
flash and to over-provision flash to reduce device-level write amplification. SOC uses only
81% of flash capacity. Similarly, LS is limited by the reach of its DRAM index. LS warms
up as quickly as Kangaroo until it runs out of indexable flash capacity at 61% of device
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capacity, even though we provision LS extra DRAM for both an index and DRAM cache
(Sec. 4.4.2).

By contrast, Kangaroo uses 93% of flash capacity, increasing cache size by 15% vs. SOC
and by 52% vs. LS. On top of its larger cache size, Kangaroo’s has lower ALWA than SOC
and its RRIParoo policy makes better use of cache space.

Request latency and throughput: Kangaroo achieves reasonable throughput and tail
latencies. When measuring flash cache performance without a backing store, Kangaroo’s
peak throughput is 158 K gets/s, LS’s is 172 K gets/s, and SOC’s is 168 K gets/s. Kangaroo
achieves 94% of SOC’s throughput and 91% of LS’s throughput, and it is well above typical
production request rates [60, 69, 253].

In any reasonable caching deployment, request tail latency will be set by cache misses
as they fetch data from backend systems. However, for completeness and to show that
Kangaroo has no performance pathologies, we present tail latency at peak throughput.
Kangaroo’s p99 latency is 736 s, LS’s is 229 ps, and SOC’s is 699 ps. All of these latencies
are orders-of-magnitude less than typical SLAs [2, 3, 69, 267|, which are set by backend
databases or file systems. For instance, in production, the p99 latency in Facebook’s
social-graph cache is 51 ms and Twitter’s is 8 ms, both orders-of-magnitude larger than
Kangaroo’s p99 latency. In addition, Kangaroo might reduce p99 latency in practice,
because its improved hit ratio reduces load on backend systems.

4.5.2 Kangaroo performs well as constraints change

Between different environments and over time, system constraints will vary. Using our
simulator, we now evaluate how the cache designs behave when changing four parameters:
device write budget, DRAM budget, flash capacity, and average object size.

Device write budget. Device write budgets change with both the type of flash SSD
and the desired lifetime of the device. To explore how this constraint affects miss ratio,
we simulate the spread of miss ratios we can achieve at different device-level write rates.
To change the device-level write rate, we vary both the utilized flash capacity percentage
and the admission policies for all three systems while holding the total DRAM and flash
capacity constant. Note that LS can never use the entire device in these experiments,
because its index is limited by DRAM capacity.

Figure 4.10 shows the tradeoff between device-level write rate budget and miss ratio.
At 62.5 MB/s (the default) on both the Facebook and Twitter workloads, Kangaroo consis-
tently performs better than both SOC and LS. At higher write budgets, Kangaroo continues
to have lower miss ratio. In this range, SOC suffers both due to its FIFO eviction policy
and its higher ALWA, which shifts points farther right vs. similar Kangaroo configurations.
LS is mostly constrained by DRAM capacity, which is why its achievable miss ratio does
not change above 15 MB/s for both traces. However, at very low device-level write budgets,
LS performs better than Kangaroo, because Kangaroo is designed to balance DIWA and
DRAM capacity, whereas LS focuses only on DLWA. At extremely low write budgets, Kan-
garoo’s higher DLWA (in KSet) forces it to admit fewer objects. (Kangaroo configurations
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Figure 4.10: Miss ratio vs device-level write rates. Pareto curve of cache miss ratio
at different device-level write rates under 16 GB DRAM and 2TB flash capacity. At very
low write rates, LS is best, but it is limited by DRAM from scaling to larger caches. Thus,
for most write rates, Kangaroo outperforms both systems because it can take advantage
of the entire cache capacity, has a lower write rate than SOC, and has a better eviction
policy than the other two systems.

where KLog holds a large fraction of objects, which we did not evaluate, would solve this
problem.)

DRAM capacity. Over time, the typical ratio of DRAM to flash in data-center servers is
decreasing to reduce cost [236]. Figure 4.11 compares miss ratios for DRAM capacities up
to 64 GB, holding flash-device capacity fixed at 2 TB and device-write rate at 62.5 MB/s.
DRAM capacity does not greatly affect SOC. Larger DRAM capacity allows Kangaroo to
use a larger log. Even so, both of these systems are mainly constrained by device-level
write rate. By contrast, LS is dependent on DRAM capacity. LS approaches, though does
not reach, Kangaroo’s miss ratio at 64 GB of DRAM on the Facebook trace and at 40 GB
on the Twitter trace. At this point, Kangaroo is constrained from reducing misses further
by device write rate (see Fig. 4.10).

Larger flash capacities will shift the lines right as the DRAM : flash ratio decreases.
Assuming write budget and request throughput scale with flash capacity, a 4 TB flash
device requires 60 GB DRAM to achieve the same miss ratio as a 2 TB flash device with
30 GB DRAM. This makes the left side of the graph particularly important when comparing
flash-cache designs.

Flash-device capacity. As stated in the previous section, the size of the flash device
greatly impacts miss ratio and the significance of write-rate and DRAM constraints. As
we look forward, flash devices are likely to increase while DRAM capacity is unlikely to
grow much and may even shrink [236]|. Fig. 4.12 shows the miss ratio for each system as
the device capacity changes. Each system can use as much of the device capacity as it
desires while staying within 16 GB DRAM and 3 device writes per day.
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Figure 4.11: Miss ratio vs flash capacity. Pareto curve of cache miss ratio as DRAM
capacity varies from 5 to 64 GB. Flash capacity is fixed at 2TB and device write rate is
capped at 62.5MB/s. The amount of DRAM does not greatly affect SOC or Kangaroo,
which are both write-rate-constrained, but has a huge effect on LS by increasing its cache
size.

Except at smaller flash capacities, Kangaroo is Pareto-optimal across device capacities.
At smaller device capacities (<1.2TB for the Facebook trace and <1TB for the Twitter
trace), Kangaroo and SOC are increasingly write-rate-limited while LS is decreasingly
DRAM-limited. However, as flash capacity increases, LS is quickly constrained by DRAM
capacity. In contrast, Kangaroo and SOC both take advantage of the additional write
budget and flash capacity. Kangaroo is consistently better than SOC due to lower ALWA
(allowing larger cache sizes) and RRIParoo.

Object size. The final feature that we study is object sizes. Fig. 4.13 shows how miss
ratio changes for each system as we artificially change the object sizes. For each object
in the trace, we multiply its size by a scaling factor, but constrain the size to [1 B, 2 KB|.
To study the impact of cache design as object sizes change, we keep the working-set size
constant by scaling up the sampling rate (Sec. 4.4.6).

The cache designs are affected differently as object size scales. SOC writes 4 KB for
every object admitted, independent of size, so its ALWA grows in inverse proportion to
object size, and SOC is increasingly constrained by flash writes as objects get smaller.
Similarly, LS can track a fixed number of objects due to DRAM limits, so its flash-cache
size in bytes shrinks as objects get smaller. Both SOC and LS suffer significantly more
misses with smaller objects.

Kangaroo is also affected as objects get smaller, but not as much as prior designs. KSet’s
ALWA increases with smaller objects, but less than SOC. For example, as avg object size
goes from 500 B to 50 B, Kangaroo’s ALWA increases by 4x, while SOC’s ALWA increases
by 10x (Fig. 4.6). Similarly, KLog uses more DRAM with smaller objects, but, unlike LS,
Kangaroo can reduce DRAM usage by decreasing KLog’s size without decreasing overall
cache size. The tradeoff is that ALWA increases slightly (see below). Kangaroo thus scales
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Figure 4.12: Miss ratio vs device size. Pareto curve of cache miss ratio at different
device sizes. The DRAM capacity is limited to 16 GB and the device write rate to 3 device
writes/day (e.g., 62.5 MB/s for a 2TB drive).

better than prior flash-cache designs as objects get smaller: on the Twitter trace, Kangaroo
reduces misses by 7.1% vs. LS with 500 B avg object size and by 41% vs. LS with 50 B avg
object size.

4.5.3 Parameter sensitivity and benefit attribution

We now analyze how much each of Kangaroo’s techniques contributes to Kangaroo’s per-
formance and how each should be parameterized. Fig. 4.14 evaluates Kangaroo’s sensitivity
to four main parameters on the Facebook trace: KLog admission probability, KSet eviction
policy, KLog size, and KSet admission threshold. All setups use the full 2 TB device ca-
pacity and 16 GB of memory. We build up their contribution to miss ratio and application
write rate from a basic set-associative cache with FIFO eviction.

Pre-flash admission probability. Fig. 4.14a varies admission probability from 10% to
100%. As admission probability increases, write rate increases because more objects are
written to flash. However, the miss ratio does not decrease linearly with admission proba-
bility. Rather, it has a smaller effect when the admission percentage is high than when the
admission percentage is low. Since Kangaroo’s other techniques significantly reduce ALWA,
we use a pre-flash admission probability of 90%.

Number of RRIParoo bits. Fig. 4.14b shows miss ratios for FIFO and RRIParoo with
one to four bits. Although changing the eviction policy does slightly change the write
rate (because there are fewer misses), we show only miss ratio for readability. RRIParoo
with one bit suffers 3.4% fewer misses vs. FIFO, whereas RRIParoo with three bits suffers
8.4% fewer misses. Once RRIParoo uses four bits, the miss ratio increases slightly, a
phenomenon also noticed in the original RRIP paper [133]. Since three-bit RRIParoo uses
the same amount of DRAM as one-bit RRIParoo (Sec. 4.3.4), we use three bits because it
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Figure 4.13: Miss ratio vs average object size. Pareto curve of cache miss ratio vs.
average object size. Object sizes are limited to [1 B, 2048 B]. The write rate is constrained
to 62.5 MB/s for a 2TB flash drive with 16 GB of DRAM.

achieves the best miss ratio.

KLog size. Fig. 4.14c shows that, as KLog size increases, the flash write rate decreases
significantly, but the miss ratio is unaffected (<.05% maximum difference). However, a
bigger KLog needs more DRAM for its index. Thus, KLog should be as large enough to
substantially reduce write amplification, but cannot exceed available DRAM nor prevent
using a DRAM cache. Flash writes can be further reduced via admission policies or by
over-provisioning flash capacity as needed. We use 5% of flash capacity for KLog.

KSet admission threshold. Fig. 4.14d shows the impact of threshold admission to KSet.
Thresholding reduces flash write rate up to 70.4% but increases misses by up to 72.9% at the
most extreme. Note that these results assume rejected objects are re-admitted to KLog if
they have been hit, since re-admission reduces misses without significantly impacting flash
writes. We use a threshold of 2, which reduces flash writes by 32.0% while only increasing
misses by 6.9%.

Benefit breakdown. In this configuration, Kangaroo reduces misses by 2% and decreases
application write rate by 67% vs. a set-associative cache that admits everything. Most of
the miss ratio benefits over SOC come from RRIParoo. Kangaroo also improves miss ratio
vs. SOC at a similar write rate by reducing ALWA, which allows it to admit more objects
than SOC. Each of Kangaroo’s techniques reduces write rate: pre-flash admission by 8.2%,
RRIParoo by 8.3%, KLog by 42.6%, and KSet’s threshold admission by 32.0%. Kangaroo’s
techniques have more varied effects on misses: pre-flash admission increases them by 1.9%,
RRIParoo decreases them by 8.4%, KLog changes them little (<0.05% difference), and
KSet’s threshold admission increases them by 6.9%. We found similar results on the trace
from Twitter.
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Figure 4.14: Sensitivity study on Kangaroo parameters. Miss ratio vs. application-
level write rate based on various design parameters in Kangaroo: (a) KLog admission
probability, (b) RRIParoo metadata size, (¢) KLog size (% of flash-device capacity), and

(d) KSet admission threshold.
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Figure 4.15: Production deployment of Kangaroo. Results from two production
test deployments of Kangaroo and SOC, showing (a) flash miss ratio and (b) application
flash write rate over time using pre-flash random admission and (c) application flash write
rate over time using ML admission. With random admission at equivalent write-rate,
Kangaroo reduces misses by 18% over SOC. When Kangaroo and SOC admit all objects,
Kangaroo reduces write rate by 38%. With ML admission, Kangaroo reduces the write
rate by 42.5%.

59



4.5.4 Production deployment test

Finally, we present results from two production test deployments on a small-object work-
load at Facebook, comparing Kangaroo to SOC. Each deployment receives the same request
stream as production servers but does not respond to users. Due to limitations in the pro-
duction setup, we can only present application-level write rate (i.e., not device-level) and
flash miss ratio (i.e., for requests that miss in the DRAM cache). In addition, both systems
use the same cache size (i.e., Kangaroo does not benefit from reduced over-provisioning).

To find appropriate production configurations, we chose seven configurations for each
system that performed well in simulation: four with probabilistic pre-flash admission and
three with a machine-learning (ML) pre-flash admission policy. The first production de-
ployment ran all probabilistic admission configurations and the second ran all ML admis-
sion configurations. Since these configurations ran under different request streams, their
results are not directly comparable, i.e. the probabilistic configurations (Fig. 4.15a and
Fig. 4.15b) cannot be compared to the ML admission configurations (Fig. 4.15¢).

Fig. 4.15a and Fig. 4.15b present results over a six-day request stream for configu-
rations with similar write rates (“equivalent WA”) as well as configurations that admit
all objects to the flash cache (“admit-all”). Kangaroo reduces misses by 18% vs. SOC in
the equivalent-WA configurations, which both have similar write rates at ~33 MB/s. The
admit-all configurations achieve the best miss ratio for each system at the cost of additional
flash writes. Here, Kangaroo reduces flash misses by 3% vs. SOC while writing 38% less.

We also tested both systems with the ML pre-flash admission policy that Facebook
uses in production [60]. Fig. 4.15¢ presents results over a three-day request stream. The
trends are the same: Kangaroo reduces application flash writes by 42.5% while achieving
a similar miss ratio to SOC. Kangaroo thus significantly outperforms SOC, independent
of pre-flash admission policy.
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Chapter 5

FairyWREN: A Sustainable Cache for
Emerging Write-Read-Erase Flash
Interfaces

“To distract predators from nests with young birds, the superb fairywrens may
utilize a ‘rodent run’ display where they lower their head, neck and tail, hold out
their wings and fluff their feathers as they run, voicing a continuous alarm call.”

Australian Wildlife Wonders. [11]

“How do parents recognize their offspring when the cost of making a recognition
error is high? ... We discovered that superb fairy-wren (Malurus cyaneus) females
call to their eggs, and upon hatching, nestlings produce begging calls with key
elements from their mother’s “incubation call.”... We conclude that wrens use a
parent-specific password learned embryonically to shape call similarity with their
own young and thereby detect foreign cuckoo nestlings.”

Columbelli-Negrel et al. [90].

ATACENTER CARBON EMISSIONS are a topic of growing concern. At current emission
D rates, datacenters’ share of global emissions are projected to rise to 20% by 2038 [138|
and 33% by 2050 [155]. In the next few decades, many companies — including Amazon [6],
Google [13], Meta [34], Microsoft [186] — are looking to achieve Net Zero, i.e., greenhouse
gas emissions close to zero. To achieve this goal, many datacenters are adopting renewable
energy sources such as solar and wind [34, 122, 173, 186]. Google, AWS, and Microsoft are
expected to complete their transition to renewable energy by 2030 [91, 139, 165]. However,
this switch in energy source does not reduce datacenters’ embodied emissions, the emissions
produced by the manufacture, transport, and disposal of datacenter components. Embod-
ied emissions will account for more than 80% of datacenter emissions once datacenters
move to renewable energy [122].

Embodied emissions are produced by one-time lifecycle events. Datacenters can reduce
these emissions by: (i) replacing hardware with less carbon-intensive alternatives, and
(i1) extending the lifetime of components to amortize embodied emissions over a longer
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period. Recent work has studied embodied emissions in processor design |73, 122, 123, 241],
but considerably less attention has been paid to memory and storage, even though they
constitute 46% and 40% of server emissions, respectively [173]. It is therefore crucial to
both move from carbon-intensive technologies like DRAM to flash, which has 12x less
embodied carbon per bit [123], and to extend flash lifetimes to amortize flash’s embodied
carbon.

However, flash introduces a new challenge: limited write endurance. A flash device can
only be written a limited number of times before it wears out. Each new generation of
flash has lower write endurance as a result of manufacturers packing more bits into each
cell. This packing, however, does improve sustainability by storing more capacity in the
same silicon (i.e., less carbon per bit). To realize the benefits of denser flash, applications
must write to flash much less frequently. The write-rate budgets that applications must
operate under to achieve longer lifetimes are tiny: to achieve a six-year lifetime on a 2 TB
QLC drive, the application can write only 14 MB/s, or 0.09% of available write bandwidth
(Sec. 5.1).

Reducing carbon from caching. Hence, write-intensive flash applications present a
major challenge in reducing overall datacenter emissions. This chapter focuses on reducing
carbon from flash caching, an increasingly popular use of flash in the datacenter [4, 60,
68, 69, 105, 118, 237]. We aim to demonstrate, through caching, how to leverage emerging
flash interfaces to reduce writes, in particular by re-purposing garbage collection to do
useful work.

Caching is fundamentally write-intensive, as new objects must be frequently admitted
to maintain hit rates [58, 61]. Datacenter caches also store many small objects [60, 178],
which is particularly problematic because flash can only be written at a coarse granularity.
Because of this mismatch, admitting small objects to the cache can lead to significant write
amplification: i.e., more bytes are written to the underlying flash device than requested by
the application.

Most current flash devices are Logical Block-Addressable Devices (LBAD) that present
the same block device abstraction used by hard disks. This abstraction hides significant
details about how SSDs work. In particular, while the interface allows reading and writing
4KB blocks, the underlying flash device can only erase large (MB to GB) regions. To
implement the LBAD interface, the flash firmware performs garbage collection, copying
blocks of valid data and erasing entire regions to make room for new writes. Current flash
caches, such as the research state-of-the-art Kangaroo [178, 179], have a limited ability
to optimize these internal writes, which can amplify the total bytes written by 2x to
10x [178].

Opportunity: WREN. New flash SSD interfaces, such as ZNS [66] and FDP [176],
allow closer integration of host-level software and flash management. The key difference
between these interfaces and LBAD is that these interfaces include Erase as a first-order
operation, allowing the cache to control garbage collection. We use the name Write- Read-
FErase iNterfaces (WREN) to collectively refer to such interfaces, and we describe the
necessary and sufficient operations for flash caches to minimize write rate. However, we
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Figure 5.1: Overview of FairyWREN results. Carbon emissions and cost for flash in
Kangaroo (* ), FairyWREN (%), and “minimum writes” (- )—an idealized cache with no
extra writes—over a 6-year lifetime for a production Twitter trace and a target 30% miss
ratio. Compared to Kangaroo, FairyWREN reduces carbon emissions by 33% and cost by
35%.

also show that merely porting existing flash caches to WREN does not reduce flash writes.
Flash caches must be re-designed to leverage the additional control provided by WREN.

Our solution: FairyWREN. We design and implement FairyWREN, a flash cache that
harnesses WREN to reduce writes. The main insight in FairyWREN is that every flash
write, whether from the application or from garbage collection, is an opportunity to admit
objects to the cache. When flash is written during garbage collection, FairyWREN can
admit objects “for free”. This idea cannot be realized on LBAD, since these devices offer
no control over garbage collection. FairyWREN uses the features of WREN to perform a
“nest packing” algorithm on every write, unifying cache admission and garbage collection
i a single algorithm. FairyWREN also leverages WREN to enable large-small object
separation and hot-cold set-partitioning, further reducing writes.

Summary of results. We find that, without major changes to flash interfaces and cache
designs, deploying denser flash will not reduce the carbon emissions of flash caches. For
current caching systems, the reduced write endurance of denser flash outweighs the gains
in density. Only by changing the flash interface and optimizing the cache to this new
interface can we realize the significant emissions savings of denser flash.

To illustrate this point, we implement FairyWREN as a flash cache module within
CacheLib [60]. We evaluate FairyWREN on production traces from Meta and Twitter
using both simulation and a real ZNS SSD. FairyWREN reduces flash writes by 12.5% vs.
the research state-of-the-art. By enabling caching on denser flash, FairyWREN reduces
flash’s carbon emissions by 33% vs. the research state-of-the-art (Fig. 5.1). FairyWREN
performs close to an idealized, minimum-write cache on both carbon emissions and cost.

Contributions. This chapter contributes the following:
e Critical elements of flash interfaces (Sec. 5.2): We identify the Erase operation and
control over garbage collection as the essential features of emerging flash interfaces.
We describe tradeoffs and fundamental constraints of flash interfaces, showing that
some features are, contrary to prior work, unhelpful for caching.
® Analysis of erase granularity in WREN (Sec. 5.2.4): We analyze the effect of Erase
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Flash caches should minimize ...
Unused flash DRAM ALWA DLWA

Key-value stores
Log-structured caches
Set-associative caches
Kangaroo [178]
Fairy WREN
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Table 5.1: Comparison of FairyWREN vs. prior cache designs. FairyWREN is the
only design to minimize all important overheads.

operation’s granularity in WREN, bridging the theoretical and systems understand-
ing of its impact on write amplification.

e FairyWREN (Sec. 5.3): FairyWREN’s key insight is to leverage emerging flash in-
terfaces to unify garbage collection and cache admission as one operation, greatly
reducing overall flash writes. FairyWREN further reduces writes by partitioning ob-
jects by size and popularity (hot vs. cold).

® Model of caching’s carbon emissions (Sec. 5.4.2): We develop a model to analyze car-
bon emissions from flash caching — incorporating both write rate and cache capacity
to determine overall flash emissions.

® Analysis of cache write amplification and its impact on emissions (Sec. 5.4.53-Sec. 5.4.7):
We show that Fairy WREN’s write reduction allows flash caches to improve sustain-
ability using denser flash for longer lifetimes, without increasing the cache’s miss
ratio.

5.1 Sustainable design constraints in flash caching

To limit embodied emissions, sustainable flash caches must minimize (i) idle flash space
— which incurs emissions for no benefit; (i7) DRAM usage for object metadata — which
can add up to tens of GBs [105, 178]; and (4ii) flash write rates — which wear out the
device, reducing lifetime. No prior flash-cache design meets these criteria (Table 5.1). In
particular, although caches must admit new objects to maintain hit rates, flash caches
must be designed to minimize application- and device-level write amplification to extend
device lifetime.

Why not Kangaroo? FairyWREN builds on Kangaroo [178, 179]. Kangaroo’s design
allows for a tradeoff between writes and DRAM overhead. The larger KLog is, the more col-
lisions will be found during flush operations, lowering KSet’s ALWA in exchange for higher
DRAM overhead. Still, Kangaroo needs only 5-10% of flash for KLog to substantially re-
duce KSet’s writes. Since KSet comprises more than 90% of the cache capacity, the DRAM
needed to index KLog is limited. Due to its low DRAM overhead, Kangaroo achieves large
emission reductions over a memory-optimized log-structured cache, Flashield [105], for

64



workloads with many small objects (Fig. 5.9 in Sec. 5.4.3). This comparison shows that a
carbon-efficient cache needs to have a low DRAM overhead.

While Kangaroo greatly reduces writes by limiting ALWA, it still writes too much be-
cause Kangaroo cannot control device-level write amplification. Kangaroo experiences high
DLWA because KSet performs random 4 KB writes, the worst case for DLWA on LBAD
devices. Because of its high write budget requirements, Kangaroo cannot reduce emissions
by moving to denser flash. For example, Fig. 3.1 shows that, for a 10-year lifetime, QLC
tolerates only 0.37 device-writes per day (DWPD) and PLC tolerates only 0.16 DWPD.
Kangaroo performs 1.46 DWPD in our evaluation. Our goal is to build a sustainable cache
that achieves Kangaroo’s low DRAM usage while also writing far less to flash. We find
that flash caches need a different flash interface in order to reduce DLWA without adding
DRAM overhead.

5.2 Write-Read-Erase iNterfaces (WREN)

Prior flash caches incur excessive DIWA. The root causes are the mismatch between write
and erase granularities and a legacy LBAD interface that hides this mismatch from soft-
ware. This section discusses recent Write-Read-Erase iNterfaces (WREN), such as ZNS [66]
and FDP[176], that include Erase as a first-order operation. We show that WREN is nec-
essary but insufficient: a new flash interface does not reduce writes by itself, changes to
the cache design are required.

5.2.1 Today’s interface is LBAD

Most flash SSDs today are logical block addressable devices (LBAD), sharing the same
interface as disks. LBAD presents the flash device as a linear address space of fixed-size
blocks! that can be independently read or written.

LBAD eased the transition from HDDs to SSDs, but does not expose the erase granu-
larity of flash (Sec. 2.2.4). As a result, the LBAD device firmware must perform garbage
collection (GC) that can cause high DLWA and tail latency. Although there has been work
to decrease DLWA [124, 125, 129, 158, 252, 259|, LBAD devices still hide erase units and
GC from applications, preventing co-optimization to minimize overall flash writes.

5.2.2 Challenges of new interface design

While a variety of flash interfaces have been proposed [65, 129, 148, 153, 192, 220, 247, 269],
none have gained widespread adoption. Two proposals, Multi-streamed SSDs and Open-
Channel SSDs, illustrate the pitfalls of designing a new flash interface.

Multi-streamed SSDs [148, 153] allow users to direct writes to different streams. Streams
provide isolation between workloads: different streams write to different EUs. When ob-
jects with similar lifetimes are grouped into the same stream, GC is more efficient. However,
because the application does not control GC directly, DLWA remains a significant issue.

!These fixed-size blocks correspond to pages, not flash blocks
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Open-Channel SSDs [65] remove all flash-device logic and force applications to handle
all of flash’s complexities. While the hope was to develop layers of abstraction in software
to hide some of this complexity, this software was never widely deployed.

Lesson for flash caches: An ideal flash interface for caching would allow the cache to
control all writes, including GC, but still present a simple abstraction to application de-
velopers.

5.2.3 What makes an interface WREN?

We call interfaces that delegate Erase commands and garbage collection to the host Write-
Read-Erase iNterfaces (WREN). WREN is defined by three main features:

1) WREN operations. WREN devices must let applications control which EU their data
is placed in and when that EU is erased. Specifically, WREN devices must, at least, have
Write, Read, and Erase operations.

These operations can be implemented differently. For example, Zoned Namespaces
(ZNS)[66] and Flexible Data Placement (FDP)[176] are both WREN. Both interfaces are
NVMe standards with strong support from industry and provide an abstraction for writing
to an EU2. However, they have different philosophies, which can be seen, for instance, in
their Write operations. ZNS provides either sequential writes to an EU or nameless writes
through Zone Append [269]. FDP provides random writes within an EU as long as the
application tracks that the number of pages written is less than the EU size. Despite these
differences, both provide the control over data placement into EUs required by WREN.

Moreover, the aforementioned Open-Channel interface is also WREN. But Open-Channel
SSDs expose the full complexity of the device to the host, which is additional complexity
not required to reduce a cache’s DLWA.

2) The Erase requirement. Unlike LBAD, WREN devices do not move live data from
an EU before erasing it. Applications are responsible for implementing GC to track and
move live data before calling Erase. Erase is different from a traditional trim because
Erase targets an entire EU rather than individual pages. Failure to perform correct and
timely GC is subject to implementation-specific error handling by the device. A major
difference between FDP and ZNS is how they treat violations of Erase semantics, but this
error behavior is inessential to reducing DLWA and thus beyond WREN.

3) Multiple, but limited, active EUs. An active EU is one that can be written to
without being erased. WREN devices support a few active EUs at one time. Since an
active EU typically requires a device buffer for the EU’s data, the maximum number of
active EUs is implementation-specific. FairyWREN requires four simultaneously active
EUs, which we expect will be supported in the vast majority of WREN devices.

2This abstraction is called a zone in ZNS and a reclaim unit in FDP.
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Variable | Definition

Random variable representing number of invalid page in an EU chosen for GC
Number of pages in an EU

Probability that a page is invalid

Number of writes between each GC operation

Total number of EUs

Number of EUs for user data (does not include overprovisioning)

2 =+ W o

Table 5.2: Variables in analytical model of FIFO--.

5.2.4 WREN alone is not a cure for wa

WREN devices make it easy to perform large, sequential writes with no WA. When writing
sequentially, the user can maintain a single active EU and fill the EU completely before
activating the next EU. Furthermore, if all writes are large and sequential, it is generally
easy to find an EU consisting of invalid data when GC is required, resulting in low WA.

However, not all caches can perform large, sequential writes. Set-associative flash caches
also want low WA, but perform small, random writes that incur high DIwWA on LBAD
devices. One might hope that WREN devices can achieve lower WA. A reasonable first
attempt at implementing a set-associative cache on WREN is to treat each set as an object
in a log-structured store, allowing the cache to write updates sequentially to a single active
EU. This naive approach does not reduce WA— it just moves the GC from the device to
the cache (see Sec. 5.4.6).

The impact of smaller EUs. One idea for mitigating WA under small, random writes is
to reduce the EU size, e.g., from a GB to tens of MB, by removing error correction between
flash blocks. Caches can tolerate removing error correction because they are not tasked
with permanently storing the data, rather lost bits just translate to misses. Prior systems
use smaller EUs to minimize GC [52, 182] because, intuitively, lowering the number of
sets per EU creates more EUs that are either mostly invalid (good candidates for GC) or
mostly valid (bad candidates for GC that are skipped). However, other prior work that
mathematically analyzes the WA of FIFO GC policies|[101, 134]| has largely ignored the
effect of EU size. In fact, this modeling work assumes that changing the EU size will not
change the WA from GC. To remedy this discrepancy in prior work, we need to model the
WA of a FIFO GC policy for a set-associative cache and capture the effect of EU size.

Modeling of DLWA Under Random Writes. Our goal is to model the effect of EU size
on DLWA. Specifically, we want to analyze the performance of a FIFO+ GC policy, which
selects EUs for garbage collection in FIFO order and skips EUs which contain only valid
data. The FIFO+ policy sees a random write workload from the set-associative cache since
the inserted key’s hash determines which set to write, a random process assuming a perfect
hash function.

We use an approach similar to that of Jeong and Dubois [134] to model the relationship
between EU size and DLWA under FIFO+. While several prior papers [101, 134, 244| noted
that DLWA can be approximated using W Lambert functions, this prior work focuses on
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device overprovisioning rather than on the EU size.

We define X to be the random variable representing the number of invalid pages in an
EU that is targeted for garbage collection (as seen in Table 5.2). Because FIFO+ will erase
an EU only if it contains invalid pages, our goal is to approximate E [X|X > 0]. This tells
us the number of new pages that can be written every time GC is performed. Hence, if we
let b be the number of pages in an EU, we can compute the DLWA as

DLWA = b
E

EXIX S0 (5.1)

Our approximation makes two simplifying assumptions.

First, we assume that each of the b pages in the target EU is invalid independently with
probability p. This is reasonable when writes are random and the total number of pages
in the device is large. This assumption implies that X ~ Binomial(b, p). To approximate
the expectation of X, we must approximate p.

Second, we assume that an EU is targeted for GC every k writes, where k is a constant.
Specifically, we define ¢ to be the total number of EUs in the device and assume k = tE [X].
This is a reasonable approximation because k is the expected number of writes that occur
between GC operations on a given EU and the total number of EUs, ¢, is large. A particular
page will be invalid if at least one of the k writes targets the page. Hence, the probability

p that a page is invalid is
k
1
=1—-(1——
)

where v is the number of EUs available to store valid user data. Note that u is typically
smaller than ¢, and ﬁ represents the amount of overprovisioning in the device.
Combining these assumptions yields

E[X]zb.pmz)(l—(l—%)k) (5.2)
~b (1 - (1 - %)ﬂzm) : (5.3)

We can rewrite (5.3) using the W Lambert function to get the following approximation
for E[X]:
Wbt (1— 1) (1-2))

ub ub

B[X] =b- ——

To compute E[X | X > 0], we note that
b _ i) b

. P(X 1 , .
IE[X|X>O]:z:z'P(X>O):P(X>O)X:Z.P(X:Z)

i=1 ( 1=0

and thus
E [X] E [X]

P(X>0) 1—(1L—p*

E[X|X >0 =
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Hence, we now have an approximation that allows us to write DLWA as defined in (5.1) in
terms of the device parameters ¢, u, and b.

Results of model. We validate our model against simulation in Figure 5.2, where we run
both our simulation and the model with an overprovisioning of 7%. Our approximation
(Fig. 5.2) matches simulation results, with a R? value of 0.9996.

Our approximation shows that when EU sizes are small, FIFO is more likely to find
EUs that are mostly invalid or completely valid. This leads to a lower WA, as expected in
prior systems, since these EUs require fewer rewrites of valid data. However, as EUs grow,
the WA quickly stabilizes. Thus, the WA does not change for EUs larger than around 256
KB.
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Figure 5.2: DIWA for different EU sizes. The DLWA for a set-associative cache running
on WREN with 7% overprovisioning. EUs have to be less than 128 KB to significantly
reduce DLWA.

Lesson for flash caches: We find that reducing EU size only improves WA for very small
EU sizes. To realize a significant reduction in WA, the EU size must be tens of KBs, but
that is unachievable in current devices (Sec. 2.2.4). Hence, we conclude that WREN alone
does not reduce WA for caches. To reduce WA, we must also re-design the cache.

5.3 FairyWREN Overview and Design

FairyWREN uses WREN to substantially reduce WA by unifying cache admission with
garbage collection. The resulting reduction in overall writes lets Fairy WREN use denser
flash while extending device lifetime to improve sustainability.

5.3.1 Overview

How FairyWREN reduces writes. Fairy WREN uses WREN’s control over data place-
ment and garbage collection to reduce writes in two main ways. First, FairyWREN in-
troduces nest packing to combine garbage collection with cache admission and eviction.
When live data is rewritten during GC, FairyWREN has an opportunity to evict unpopular
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Figure 5.3: Overview of FairyWREN architecture.

objects and admit new objects in their place. In LBAD, by contrast, these objects would
have to be rewritten separately for GC and admission/eviction.

Second, FairyWREN groups data with similar lifetimes into the same EU, separating
data that in prior caching systems would have been in the same page. If all of the data
in each EU has roughly the same lifetime, EUs will either consist mostly of live data or
mostly of dead data. FairyWREN can then GC the mostly dead EUs with few additional
writes. FairyWREN leverages two main techniques to enable this grouping: large-small
object separation and hot-cold set partitioning.

Architecture of FairyWREN. FairyWREN partitions its capacity into a large-object
cache (LOC) and a small-object cache (SOC), as seen in Fig. 5.3. Incoming requests first
check the LOC and then check the SOC, since requests do not know the size of the data
that they are requesting.

The large-object cache (Sec. 5.3.2) stores objects larger than 2 KB and uses a simple
log-structured design, since it can tolerate higher per-object DRAM overhead.

The small-object cache (Sec. 5.3.3) uses a hierarchical design based on Kangaroo [178].
The SOC contains two levels: FwLog and FwSets. At a high-level this is similar to
Kangaroo, but FwSets needs to operate differently due to WREN. Since WREN does not
support random writes, the sets are kept in a log-structured store. FwSets store sets,
not individual objects, in the log to minimize DRAM. When this log-structured store is
garbage collected, objects are opportunistically moved from FwLog into FwSets. Finally,
each set in FwSets is further partitioned into hot (frequently accessed, long-lived) objects
and cold (recently admitted, short-lived) objects (Sec. 5.3.4).

5.3.2 The LOC

The LOC is a log-structured cache. Adapting log-structured caches to WREN is straight-
forward, since they only perform large, sequential writes. The LOC is broken into large
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segments, each the size of an EU. Segments can then be evicted in LRU or FIFO order
with minimal WA. The LOC uses DRAM in two ways: (i) an in-memory, EU-sized buffer
for log insertions, and (i) an in-memory index tracking object locations on flash. Because
the LOC stores large objects, it contains relatively few objects and needs little DRAM.
Besides the segment buffer, all LOC objects are stored on flash.

Insertions. Objects are first inserted into an in-memory segment buffer and added
to the in-memory log index. Once the segment buffer is full, it is written to an empty EU
in the log.

Lookup. Reads look up the object’s key in the log index. If found, the cache reads
the object from the indicated EU.

Eviction. FEventually, the log will fill up and LOC will evict a log segment based on
the eviction policy. Since log segments are aligned to EUs, eviction simply Erases an EU,
evicting those objects from the cache. This design does not rewrite any objects, incurring
minimum WA of 1x.

5.3.3 The SOC

The focus of FairyWREN is the SOC. Log-structured caches are impractical for caching
small objects because a large flash cache can fit billions of small objects, requiring a large
DRAM index to track them all. FairyWREN’s SOC is based on Kangaroo [178]. We
describe FwSets individually, and then how they work together.

FwSets design. FwSets is a set-associative cache that maps each object to a unique set
by hashing its key. When admitting an object, FwSets evicts old objects from the object’s
set then overwrites it. However, overwriting is impossible in WREN, so FwSets stores the
sets themselves as objects in a log-structured store. FwSets uses an in-memory index to
track the location of each set on flash, but, unlike prior work [158, 167, 220], it does not
track individual objects, since this would incur too much DRAM overhead. The index’s
DRAM overhead is low because a set is at least 4 KB, whereas objects can be just 10s of
bytes. (Larger sets reduce the size of FwSets’s DRAM index, but increase average read
latency.)

When FwSets’s log-structured store is close to full, it must garbage collect in order to
admit new objects to the cache. The simplest scheme would be to erase the EU at the tail
of the log, evicting all sets — and thus their objects — mapped to this segment?®. However,
since each set contains a mixture of popular and unpopular objects, throwing away entire
sets would significantly increase miss ratio. Instead, FwSets rewrites live sets during GC
before erasing the EU.

SOC operation. FwLog and FwSets operate as a hierarchy:

3In this scenario, FwSets would be on a log-structured cache.
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Figure 5.4: Nest packing in FairyWREN’s small-object cache.

Lookup. Lookups, like in Kangaroo, first check FwLog for the object. If not found,
FwSets hashes the object’s id and looks up the set’s location. The set is read and scanned
for the object.

Insertion. FairyWREN first inserts objects into FwLog. When FwLog is full, objects
are evicted from FwLog and inserted into FwSets, as described next. Similarly, inserting
into FwSets can cause cascading eviction from FwSets.

Eviction (nest packing). If either FwLog or FwSets is running out of space,
Fairy WREN needs to perform nest packing (Fig. 5.4). FairyWREN’s SOC chooses an EU for
eviction from FwLog or FwSets, depending on which is full. If both logs are full, FwSets
is chosen because FwSets must have space to receive objects evicted from FwLog.

The victim EU is first read into memory. If evicting from FwLog, each object in the
EU hashes to a wvictim set. Otherwise, when evicting from FwSets, each set in the EU
is a victim set. Then, @ FairyWREN rewrites each victim set by: @ finding all objects
in FwLog that map to a given set, forming a new set containing these objects (evicting
objects as necessary), and @ rewriting the set by appending it to FwSets’s log. Finally,
@ FairyWREN erases the victim EU.

SOC design rationale. Prior flash caches relied on LBAD GC to reclaim flash space from
evicted sets, causing DIWA. The key difference of FairyWREN from prior flash caches is
its coordination of cache insertion and eviction with flash GC.

FairyWREN’s nest packing algorithm combines previously distinct processes. LBAD
caches pay for eviction as ALWA and for garbage collection as DLWA. In the worst case,
a set is copied by garbage collection and then is immediately rewritten to admit objects
from FwLog. It is impossible to merge these flash writes in LBAD. Fairy WREN leverages
WREN to eliminate unnecessary writes by aligning the eviction and garbage collection
cadences of FwLog and FwSets.

5.3.4 Optimizing the SOC

The SOC is the main source of DRAM overhead and WA in FairyWREN. We employ a
variety of optimizations to improve the memory and write efficiency of the SOC.
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and then both rewritten.

Reducing flash writes by separating hot and cold objects.

Even after using nesting to decrease writes, FwSets is still the primary source of flash writes
in FairyWREN. To further reduce these writes, FwSets separates objects by popularity, as
determined by a modified RRIP algorithm [133, 178]. Instead of a set being one unit that
is written every insertion, each set in FwSets is split in twain, into a subset for popular
objects and a subset for unpopular objects, each backed by its own log-structured store.
Each subset is at least a page. Paradoxically, since the unpopular objects are most likely to
be evicted, the subsets with unpopular objects correspond to hot (i.e., frequently written)
pages on flash. Hence, we refer to the subsets with unpopular objects as hot subsets and
we refer to the subsets with popular objects as cold subsets.

With hot and cold subsets enabled, objects evicted from FwLog are inserted into the
hot subset. The cold subset is not typically written during insertion. Every n nest packing
operations on a subset, both the hot and cold subsets are read. In memory, these subsets
are merged and redivided by object popularity, as seen in Fig. 5.5. Any popular objects
found in the hot subset are moved into the cold subset. Since popular objects are likely to
remain in the cache for a while, they do not need to be rewritten as frequently. Therefore,
they should be in the cold subset and not incur extra rewrites. The least popular objects
found in the cold subset are moved into the hot subset so that FwSets can evict them if
they remain sufficiently unpopular.

Hot-cold object separation can nearly halve FwSets’s write amplification. If n is 5
and sets are 8 KB (two 4 KB subsets), FairyWREN without hot-cold object separation
would have to write all 8 KB on each insertion to a set. With hot-cold object separation,
FairyWREN writes 4 KB for the hot subset on every insertion, but only has to write 4 KB
for cold subset on every fifth insertion. Specifically, Fairy WREN writes 4 KB for the 1st,
2nd, 3rd and 4th new object written to a set, since it only has to update the hot subset
with the new object. New objects have a high likelihood of being unpopular since many
objects are never accessed [60] so starting them in the hot subset aligns well with our
variant on the RRIP eviction policy. On the fifth insertion, Fairy WREN remerges the hot
and cold subsets — rewriting all 8 KB. Thus, FwSets writes only 24 KB instead of 40 KB
every five inserts to a set, a 40% write reduction. Since this write reduction applies to all
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Figure 5.6: FwLog architecture. FwLog uses slicing to minimize memory overhead
in FwLog.

sets, we see a 40% write reduction for FwSets overall. This translates to a large reduction
in FairyWREN (Sec. 5.4.6).

Theoretically, FairyWREN could further reduce writes by further dividing sets. How-
ever, there are some practical limitations to this, namely that WREN devices only support
a limited number of active EUs, often fewer than 10. Fairy WREN currently needs 4 active
EUs: 1 for LOC, 1 for FwLog, and 2 for FwSets (one for the hot subsets and one for the
cold subsets). Using only 4 active EUs allows FairyWREN to run concurrently with other
programs on the flash without interference and ensures compatibility with a wide range of
WREN devices while still achieving low write rates.

Moreover, separating objects by popularity yields diminishing returns since it increases
miss ratio due to object-popularity mispredictions. To maintain miss ratio, the cache
then requires more capacity — meaning FairyWREN would trade a WA problem, which
may require additional capacity to maintain the required write rate, for a just a capacity
problem. We expect many wrong object-popularity predictions. Fairy WREN maintains
very few bits of metadata to track each object’s popularity to minimize DRAM, leading
to low fidelity predictions. The miss ratio will increase if popular objects are placed in hot
subsets and evicted prematurely. This type of error becomes more frequent as one tries to
separate objects by popularity at finer granularity. In fact, even our single layer of hot-cold
separations causes a modest increase in miss ratio (Sec. 5.4.6).

Minimizing DRAM in FwLog by slicing.

Like Kangaroo [178, 179], FwLog is implemented as 64 slices, i.e., 64 independent log-
structured caches that operate in parallel over subsets of the keyspace. This is done to
save log, 64 = 6 bits per flash pointer in the DRAM index.

A naive implementation of slicing on WREN would require one active EU for each slice.
Many WREN devices do not permit 64 simultaneously active EUs due to the prohibitively
large DRAM overhead this would impose on the flash device. Instead, FwLog uses a
single active EU and shares segments among all 64 slices, giving each slice an equal static
share of each segment (Fig. 5.6). The downside of sharing FwLog segments is that one
slice could fill up its share of the segment before the others. In the worst case, one slice
fills before the others contain any objects, causing internal fragmentation in FwLog. This
fragmentation reduces FwLog’s ability to minimize WA in FwSets. Via simulation, we
found that fragmentation could exceed 20%.
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Balls and bins approximation of slicing. To better understand how much fragmenta-
tion slicing creates, we model the process of filling a sliced buffer using a balls and bins
approximation. Since FwLog hashes each object to a slice, we can model each object as a
ball randomly being assigned to a bin representing one slice. To simplify the analysis, we
assume each object is the same size.

We want to know how many balls, in expectation, we can throw before the maximum
number of balls in any bin is greater than the number of objects that can fit in a slice
(). To answer this question, we consider the stochastic process of sequentially throwing

m
balls into n bins. It is easy to see that the average number of balls in a given bin is (—)7
n

suggesting that fragmentation should be limited. However, based on our simulation, we
know that fragmentation occurs. Thus, we need to bound the deviation of the maximum
number of balls in any bin from this mean.

To derive bounds on fragmentation, we define the stochastic process {X,,} to be the
maximum number of balls in any bin after m balls have been thrown. We define the
random variable M to be

M = min{m | X, > z}.

Our goal is to bound E[M]. Fortunately, the results of Raab and Steger [200] give a
high-probability bound on X,, which we can use to bound E [M].

Specifically, Raab and Steger show that P{X > k,} = o(1) if @ > 1 and P{X > k,} =
1—0(1)if 0 > a > 1, when
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where polylog(z) is the class of functions UZ.21 O (logi x) and d. denotes a suitable constant
depending only on c.

In our setup, we only care about the case where m > n(logn)?® since, for 64 slices,
n(logn)® = 377 and m = 10,000 at least.
To bound E [M], we note that P{X,, >z} =1 —o(1) if m > k;. This gives

E[M]=E[M| Xy, >a]-P{Xy, >a} +E[M | X}, <] P{X;, <z}  (5.4)
>k - P{X >k} +0 (5.5
> ky - (1 —o(1)). (5.6)
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Figure 5.7: FwLog space overhead comparison. Comparison of splice model to
single and double buffer simulations over a range of buffer sizes with 64 slices (R? = .97
between single buffer simulation and model).

Hence, taking limits as n becomes large gives

lim E[M] > k (5.7)

n—o0

B v/n2(2logn — loglogn)(2logn — loglogn + 4x) _ nloglogn
2 2

+ nx + nlogn.
(5.8)

While Eq. 5.8 is an asymptotic lower bound, we find that it closely matches our simu-
lation results, as seen in Fig. 5.7. Our simulation consists of 100 trials of the balls and bins
problem at each buffer size. We plot the average of these 100 trials. We find that, unless
the buffer is at least 1 GB, more than 1% of buffered capacity is wasted by our simple
buffering policy. Therefore, we need to find another way to decrease our fragmentation
without increasing our memory usage.

Leveraging double buffering to decrease fragmentation. FwLog reduces fragmen-
tation via double buffering (Fig. 5.8). On insertion, FwLog @ attempts to insert an object
into its slice in the “primary” segment buffer. If the primary is full, @ the object is inserted
into its slice in the secondary, “overflow” segment buffer. @ When any slice in the overflow
buffer becomes more than half full, FwLog writes the primary buffer to flash. The overflow
buffer then becomes the new primary buffer and vice versa. Double buffering increases the
number of objects seen before a buffer is written, reducing the variance in the number of
objects in each slice.

Using both simulation and modeling, we find that this optimization limits the capacity
loss from fragmentation to <1%, even for small (16 MB) buffers (Fig. 5.7). At 16 MB, the
double buffer solution has less fragmentation than 1 GB with a single buffer.

Minimizing DRAM in FwSets by slicing.

Like FwLog, FwSets also slices the log-structured store to reduce DRAM overhead, sharing
segments to minimize active EUs and segment buffers. However, since sets are much larger
than individual objects, the capacity of each bin in our fragmentation model is smaller.
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Figure 5.8: FwLog with slicing. FwLog uses overflow buffers to ensure the log
segments are full when slicing.

This means that FwSets would incur more internal fragmentation than FwLog if using
the same buffer size and number of slices. FwSets therefore uses only 8 slices, which keeps
fragmentation to less than 1% just like slicing in FwLog.

Reducing DRAM in FwSets by using larger sets.

Finally, FwSets further reduces DRAM by using sets larger than 4 KB, reducing the num-
ber of sets that need to be tracked proportionally. Naively, one might expect that increasing
set size would increase flash writes. In a pure set-associative cache, this would be true.
However, FwLog buffers objects, and the number of objects that hash to a set also in-
creases proportionally with set size, so FwSets’s writes are roughly independent of set size.
We see only a 5% increase in WA when going from 8 KB to 16 KB sets with a 4 KB hot
subset and a 12 KB cold subset.

DRAM overhead breakdown. Compared to a LBAD set-associative cache, FwSets
requires additional DRAM to track sets. Hot-cold object separation compounds this effect,
doubling the number of (sub)sets to track.

Component Kangaroo Naive SOC FairyWREN SOC

Log total 48 bits/obj 48 bits/obj 48 bits/obj
Set index - ~ 3.1b ~ 1.4b
Sets (other) 4b 4b 4b

Sets total 4 bits/obj 7.1 bits/obj 5.4 bits/obj
Log metadata ~ 0.8b ~ 0.8b ~ 0.8b
Log size 5% = 2.4b 5% = 2.4b 5% = 2.4b
Set size 95% = 3.8b  95% = 6.7b 95% = 5.1b
Total 7.0 bits/obj 9.9 bits/obj 8.3 bits/obj

Table 5.3: FairyWREN memory overhead. Kangaroo and FairyWREN’s SOC’s
DRAM overhead for a 2TB small-object cache with a 5% log. Despite tracking sets,
FairyWREN’s SOC still needs fewer than 10 bits per object.

Table 5.3 shows the per-object DRAM overhead for Kangaroo and FairyWREN’s SOC.

Due to partitioning and double buffering, FairyWREN achieves the same log overhead as
Kangaroo. FairyWREN’s added overhead shows up in FwSets. Naively, when FairyWREN
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Parameter Fairy WREN Kangaroo

Interface WREN (ZNS) LBAD
Flash capacity 400 GB 400 GB
Usable flash capacity 383 GB 376 GB
LOC size 10% of flash 10% of flash
SOC log size 5% of SOC 5% of SOC
SOC set size | 4KB hot, 4 KB cold 4KB
Hot-set write frequency | every 5 cold set writes
Set over-provisioning 5%

Table 5.4: Experimental parameters. FairyWREN and Kangaroo experiment param-
eters. Both systems use the same amount of flash capacity, but Fairy WREN is not required
to have 7% over-provisioning for LBAD.

has 4 KB subsets and 200 B objects, each set would need 8 bytes, for 3.1 bits/obj. However,
since FairyWREN uses 8 KB subsets and slices FwSets in eighths, FwSets needs just 1.4
bits/obj to track sets.

FairyWREN uses 19% more DRAM than Kangaroo, a 1.5 GB DRAM overhead increase
for a 2 TB cache. However, FairyWREN’s DRAM overhead is still much lower than a log-
structured cache, and this modest DRAM increase allows FairyWREN to greatly decrease
flash writes (by 12.5x), netting large savings in carbon emissions and cost.

5.4 Evaluation

We compare FairyWREN to prior flash caches and find that: (1) FairyWREN reduces
flash writes by 92% over the research state-of-the-art Kangaroo, leading to a 33% carbon
reduction and a 35% cost reduction, (2) FairyWREN is within 11% of the minimum write
rate, and (3) FairyWREN is the first cache design to benefit from QLC.

5.4.1 Experimental setup

Implementation. We implement FairyWREN in C++ as a module in CacheLib [60]. All
experiments were run on two 16-core Intel Xeon CPU E5-2698 servers running Ubuntu
18.04 with 64 GB of DRAM, using Linux kernel 5.15. For WREN experiments, we use a
Western Digital Ultrastar DC ZNS540 1 TB ZNS SSD, using the LOC and ZNS library
written by Western Digital [140]. The ZNS SSD has a zone (EU) capacity of 1077 MiB.
The devices support 3.5 device writes per day for an expected 5-year lifetime.

We compare to Kangaroo [178] over the first ~2.5 days of a production trace from Meta.
FairyWREN uses a ZNS SSD and Kangaroo uses an equivalent LBAD SSD with similar
parameters (Table 5.4). Both caches use 400 GB of flash capacity and achieve similar
miss ratios as Kangaroo’s production experiments [178]. We overprovision FwSets by 5%
to ensure forward progress during nest packing, giving several free EUs to the FwSets
log-structured store. Thus, FairyWREN effectively uses 383 GB. This idle capacity should
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SLC MLC TLC QLC PLC

Write endurance 4.4 x 4x 1x  0.32x  0.16x
Capacity discount  3x 1.5x% 1x  0.75x  0.6x

Table 5.5: Flash density scaling factors. Scaling factors for different flash densities.
We optimistically assume that increasing the bits per cell does not affect emissions or cost.

decrease in larger flash devices. Kangaroo only uses 376 GB of capacity due to device-level
overprovisioning. We approximate Kangaroo’s DLWA based on results in Ch. 4.

Simulation. In addition to flash experiments, we implemented a simulator to compare
a much wider range of possible configurations for FairyWREN. The simulator replays a
scaled-down trace to measure writes and misses from each level of the cache, including the
LOC, FwLog, and FwSets.

We evaluate our cache in simulation on a 21-day trace from Meta [60] and a 7-day
trace from Twitter [262]. The Meta trace accesses 6 TB of unique bytes with a 13.8%
compulsory miss ratio and an average object size of 395 bytes. Small objects (<2 KB) are
95.2% of requests, and these requests account for 60.2% of bytes requested. The Twitter
trace accesses 3.5 TB of unique bytes, has a 17.2% compulsory miss ratio, and an average
object size of 265 bytes. Small objects are >99% of requests, and these requests account
for >99% of bytes requested. Both of these traces are higher fidelity than the open-source
traces [60, 262]. We present results for the last 2 days of the trace.

5.4.2 Carbon emissions and cost model

We want to evaluate carbon emissions and cost across different caching system. Our model
allows different cache configuration, flash densities, and device lifetime. Since we want to
compare caching systems, our model assumes that a flash device will have the same caching
workload for its entire lifetime and that all flash is purchased at the start of the estimated
lifetime.

Our model needs to estimate how much flash each cache needs to account for both
the cache’s capacity and its writes over the desired lifetime. If the cache capacity cannot
accommodate the write rate, we need to overprovision the flash for the write rate. Thus,

Write Rate * Desired Lifetime>

Flash Capacity = max (Cache Capacity, Write End
rite Endurance

For example, a 2 TB cache with a 6-year lifetime will require at least 2 TBs of flash, but
it may require 2.5 TB of flash to accommodate the cache’s write rate over 6 years. LBAD
devices use 7% overprovisioning, the standard on datacenter drives [22].

We combine this flash capacity requirement with the cache’s DRAM configuration and
CPU to estimate both the cost and the carbon emissions, assuming that flash’s write
endurance is the server’s main lifetime constraint. While we believe this constraint is
reasonable for shorter lifetimes, other failures will become more common at longer lifetimes
(particularly above 10 years). We base our write endurance on Micron 7300 NVMe U.2 TLC
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SSDs. For other densities, we multiply the TLC write endurance by the write-endurance
factors in Table 5.5, based on [23]. We optimistically assume that different flash densities
will have the same cost and emissions per cell; e.g., 1 TB of PLC has the same emissions
as 600 GB of TLC (5:3 ratio). Our model can incorporate more data on denser flash if it
becomes available.

For cost, we account for both the power and acquisition cost of the flash, DRAM, and
CPU. For the flash acquisition cost, we interpolate linearly between the Micron SSD’s flash
capacities to find a cost for any flash capacity. Cost is normalized to Kangaroo with a 30%
miss ratio for the Twitter trace and 20% for Meta.

To determine carbon emissions, we use the ACT model [123] to estimate operational
and embodied emissions from CPUs, DDR4 DRAM, and flash.

Carbon Emissions = Operational Emissions + Embodied Emissions

device

= Z (Energydevice x Carbon Intensity -+
CPU, DRAM, Flash

(Embodied Emissions)gevice
Desired Lifetime

For the energy’s carbon intensity, we assume the grid is a 50/50 mix of wind and solar,
a common renewable-energy mix [39]. The embodied emissions of both DRAM and flash
depend on their capacity and we assume that the CPU uses 70% of its maximum power
on average.

5.4.3 Carbon emissions of flash caches

We first examine the carbon emissions of different flash caches for a 6-year deployment.
Fig. 5.9 compares FairyWREN to three systems: Minimum Writes, Kangaroo, and a
Flashield-like log-structured cache [105]. Minimum Writes is an unachievable, idealized
cache with WA of 1x and no DRAM overhead. Flashield also assumes a WA of 1x, but
requires a DRAM:SSD capacity ratio of 1:10, as originally proposed. Since we cannot faith-
fully replicate Flashield’s ML eviction policy (and no working implementation is available),
we assume that Flashield achieves FairyWREN’s miss ratios.

Takeaway 0: Sustainable flash caches must use much less DRAM than log-structured cache
designs.

Although we optimistically assumed that Flashield incurs no write amplification, Flashield’s
overall carbon emissions are 1.7x higher than Kangaroo’s. These emissions are due to its
high DRAM overhead. Despite optimizations in Flashield designed to save DRAM, high
DRAM overhead is unfortunately inherent in the design of a log-structured cache. and
thus we need to look beyond log-structured designs.

Kangaroo reduces DRAM overhead through its hierarchical design. Unfortunately,
Kangaroo also incurs a far higher write rate than a log-structured cache. Kangaroo ac-
counts for its increased writes by overprovisioning flash capacity, increasing the write rate
it can maintain in exchange for additional embodied emissions. While Kangaroo is far
more sustainable than Flashield, it leaves room for improvement compared to minimum
writes due to its overprovisioning needs.
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Figure 5.9: Caches’ carbon emissions breakdown. Yearly carbon emissions for 4
caching systems: minimum writes () with a write amplification of 1 with no additional
DRAM, FairyWREN (%), Kangaroo (* ), and a Flashield-like log-structured cache (§).
Our results include the embodied and operational (hatched) emissions from CPU, DRAM,
and flash.

FairyWREN maintains Kangaroo’s low memory overhead while greatly reducing the
flash write rate, lowering its overprovisioning requirements. Consequently, FairyWREN
reduces overall carbon emissions by 21.2% compared to Kangaroo. As this improvement
comes from reducing flash emissions, we focus on flash emissions for the remainder of the
evaluation.

5.4.4 On-flash experiments

To study how FairyWREN reduces flash writes, we evaluate FairyWREN on real flash drives
using the setup in Sec. 5.4.1.

Takeaway 1: FairyWREN greatly reduces flash writes while maintaining a slightly better
miss ratio than Kangaroo.
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Figure 5.12: Kangaroo vs FairyWREN. The miss ratio and write rate for Kangaroo
and FairyWREN.

Fig. 5.12 plots the flash write rate and miss ratio over time for Kangaroo and FairyWREN.
The figure shows small write rate spikes in FairyWREN. This is because Fairy WREN per-
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forms nest packing at the granularity of an EU, ~1 GB. Kangaroo’s write rate appears
smooth as it flushes more frequently, at 256 KB granularity.

The main goal of FairyWREN is to reduce writes, enabling the use of denser flash.
In Fig. 5.12a, FairyWREN reduces writes by 12.5x over Kangaroo, from 97 MB/s to 7.8
MB/s. To achieve this, FairyWREN leverages WREN to combine cache logic and GC and
to separate writes of different lifetimes.

However, reducing writes must not increase misses. Fig. 5.12b shows that, in fact,
FairyWREN and Kangaroo have nearly identical miss ratios: on average, 0.575 for FairyWREN
vs 0.594 for Kangaroo. FairyWREN’s small advantage comes from reducing idle capacity
due to overprovisioning.

We see similar results for write amplification: a 12.2x reduction, from 23 x in Kangaroo
to 1.89x in FairyWREN. The slight difference between the write rate and WA comes from
FairyWREN’s slightly better miss ratio.

Takeaway 2: FairyWREN outperforms Kangaroo for both throughput and read latency at
peak load.

While the primary performance metric for caches is miss ratio, FairyWREN must provide
enough throughput that it does not require more servers — and thus more carbon emissions
— to handle the same load. In our experiments, FairyWREN’s throughput is 104 KOps/s
whereas Kangaroo’s is 40.5 KOps/s. FairyWREN’s significant throughput increase is mostly
due to lower write rate, but also due to better engineering that moved work off the critical
path for lookups and inserts.

Similarly, we find that FairyWREN’s and Kangaroo’s 99*"-percentile latencies are 170
ps and 1,370 ps, respectively. But note that, in practice, the overall tail latency is set by
the backing store, not the flash cache.

5.4.5 FairyWREN reduces carbon emissions

We now evaluate flash carbon emissions and cost via simulation, comparing Fairy WREN (
¥, Kangaroo (* ), Minimum Writes (), and Physical Separation (9). Physical Sep-
aration represents Kangaroo on WREN, where each cache component (e.g., LOC, KLog,
KSet) is placed in its own EU to separate traffic and thereby allow LOC and KLog to have
WA of 1x.

Takeaway 3: FairyWREN’s reduced writes translate into reduced carbon emissions and
reduced cost across miss ratios.

Fig. 5.13 plots emissions and cost for a 6-year lifetime vs. miss ratio over a wide range
of cache configurations. Each point is labeled with the flash density used (e.g., T for TLC).

For the Twitter traces (Fig. 5.13a, Fig. 5.13b), Kangaroo is limited to either MLC or
TLC due to its high write rate, and likewise for Physical Separation because it does not
reduce writes by much (Sec. 5.4.6). Meanwhile, FairyWREN leverages its low WA to use
mostly QLC across miss ratios, giving it large carbon and cost reductions vs. Kangaroo.
However, FairyWREN still has too many writes to use PLC. While the gap between Mini-
mum Writes and FairyWREN grows at low miss ratios, there is only a 10.1% difference in
their emissions at 20% miss ratio and a 7.7% difference in cost.
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Figure 5.13: Cost and emissions for different miss ratios. The emissions and cost
over six years for Kangaroo (* ), FairyWREN (%), Min. Writes (), and Physical Sep. (
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The Meta traces (Fig. 5.13c, Fig. 5.13d) are less write-intensive. However, even here
we see that FairyWREN reduces cache emissions and cost compared to both Kangaroo and
Physical Separation. In this case, FairyWREN is able to lower the write rate sufficiently to
use QLC and PLC. As a result, FairyWREN performs close to Minimum Writes, even at
low miss ratios.

Takeaway 4: FairyWREN benefits from using denser flash when Kangaroo cannot.
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Figure 5.14: Emissions for different flash densities. The carbon emissions to achieve
a 30% miss ratio on Twitter trace or 20% miss ratio on Meta trace on different flash densities
for a desired lifetime of 6 years. Each bar for each cache represents a different density from

SLC (left, darkest) to PLC (right, lightest).

Flash devices are becoming denser over time (Sec. 5.1). Fig. 5.14 shows the carbon-
optimal cache configurations over a 6-year lifetime at a target miss ratio of 30% for Twitter
and 20% for Meta, varying flash density from SLC (left) to PLC (right). Kangaroo performs
best when using TLC on the Twitter trace and QLC on the Meta trace. Using PLC
increases Kangaroo’s emissions due to the excessive overprovisioning needed to compensate
for PLC’s lower write endurance. FairyWREN’s lower write rate enables it to use QLC for
Twitter and PLC for Meta, reducing emissions and cost. Since Twitter’s trace is more
write-intensive, using PLC increases carbon emissions by 24% due to overprovisioning.
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For Minimum Writes on Twitter, emissions decrease by 17% going from TLC to QLC
and by 8% from QLC to PLC. On Meta, emissions reduce by 18% and 15%. While these
numbers show that denser flash reduces emissions, they suggest diminishing returns even
for an optimal cache.

Takeaway 5: FuiryWREN’s low WA allows it to avoid massive overprovisioning on dense
flash as lifetime is increased.
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Figure 5.15: Emissions for different lifetimes. The carbon emissions to achieve a
30% miss ratio on Twitter trace or 20% miss ratio on Meta trace with different lifetimes
on QLC flash. The darker part of each bar represents emissions due to overprovisioning.

To explore the trend of increasing device lifetime (Sec. 5.1), Fig. 5.15 considers the
emissions for caches on QLC devices, showing emissions from overprovisioning in a darker
shade.

For a 6-year lifetime, Kangaroo requires 2.2x the emissions of FairyWREN on Twitter
and 1.17x on Meta. At 12 years, the gap increases to 2.6x and 1.54x. Due to the
DIWA in LBAD devices, Kangaroo’s emissions are lowest when it has some amount of
overprovisioning. FairyWREN does not need this overprovisioning due to its lower WA.
This lower overprovisioning leads to Fairy WREN’s much lower emissions, particularly for
the Twitter trace.

Takeaway 6: Increasing flash density does not necessarily improve sustainability, as life-
time matters more than density.

To minimize emissions, we need to optimize both lifetime and flash density. Fig. 5.16
shows each system’s emissions for all lifetimes, with the best density displayed on each
bar. Kangaroo usually prefers MLC and TLC because, to provide enough write endurance.
QLC and PLC require too much overprovisioning and thus Kangaroo would have higher
emissions if using them. FairyWREN has fewer emissions than Kangaroo at all lifetimes
and stays within 30% of Minimum Writes.

The best flash density decreases for longer lifetimes. FairyWREN prefers PLC on Twit-
ter for a 3 year desired lifetime, but TLC for 9 years. At these long lifetimes, the reduced
write endurance of denser flash outweighs its sustainability benefits, and extending lifetime
is more important than using denser flash. Although a minimum write cache can use PLC
for up to 15 years, even a slightly higher write rate quickly overcomes PLC’s limited write
endurance.
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Figure 5.16: Emissions for different lifetimes and densities. The lowest carbon
emissions to achieve a 30% miss ratio on Twitter trace or 20% miss ratio on Meta trace while
varying both desired lifetimes and flash density. The darker part of each bar represents
emissions due to overprovisioning. Letters on each bar represent the flash density

Takeaway 7: For a given flash device, FairyWREN extends lifetime by at least a couple of
years.
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Figure 5.17: Lifetimes vs miss ratios. The lifetimes for a 3.6 TB cache for Kangaroo
(%), FairyWREN (¥), and Physical Separation ().

So far, we have evaluated emissions when deploying the optimal drive for a given lifetime
and flash density. However, flash deployments are often constrained to specific devices
with a pre-determined capacity and density. In these situations, extending lifetime can
still reduce emissions. Fig. 5.17 evaluates device lifetime for a 3.6 TB drive at different
miss ratios. Compared to Kangaroo, FairyWREN is able to extend the device’s lifetime by
at least 2 years and by over 5 years on the Meta trace. By contrast, Physical Separation
barely improves lifetime vs. Kangaroo. While Physical Separation reduces writes some
over Kangaroo, both ultimately need to massively overprovision to extend lifetime — thus,
increasing their miss ratio for any lifetime.

5.4.6 Where are benefits coming from?

We next explore how FairyWREN’s optimizations contribute to its write rate reduction.
Fig. 5.18 shows the write rate on the Twitter trace starting with Kangaroo on LBAD (Log
+ Sets). We then add the optimizations of FairyWREN incrementally. First, we port
Kangaroo naively to WREN (+WREN), then we physically separate the large and small
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objects into different erase units (+Physical Sep.). Then we add nest packing (+Nest
Packing), and, finally, hot-cold object separation (+Hot-Cold) to realize Fairy WREN. We
first present the write rates for the different systems across different capacities and miss
ratios, showing the emissions-optimal flash density for one capacity. We then show how
the lifetimes of each design would vary if deployed on a QLC drive.
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Figure 5.18: FairyWREN benefit attribution. Write rate (log-scale) and lifetime
breakdown on the Twitter trace, incrementally adding optimizations to go from Kangaroo
to Fairy WREN.

Takeaway 8: Caches on optimal LBAD devices cannot achieve the same write rate as
FairyWREN.

Three of the lines in Fig. 5.18 are achievable with LBAD devices: Log + Sets, + WREN,
and +Physical Sep (though +Physical Sep assumes an augmentation to LBAD such as
streams). Log -+ Sets represents the current Kangaroo implementation on LBAD. + WREN
is a naive port of Kangaroo to WREN devices that redirects all cache writes to a single
log-structured store using FIFO garbage collection. This naive port does not attempt
any separation of objects by expected lifetime, and we assume it has the same ALWA as
Kangaroo. +WREN has a simplistic FIFO garbage collection policy, meaning that it can
be worse than just running on LBAD which often do try to separate objects belonging to
different streams. This means +WREN has higher write rates than Kangaroo on LBAD. In
practice, even the best LBAD implementation must perform somewhere between + WREN
and +Physical Sep, which would require LBAD to perfectly predict different streams of
data. But even in this best case of Physical Sep., the cache still incurs far too many writes,
limiting the lifetime of a QLC device to less than half a year.

Takeaway 9: Both nest packing and hot-cold object separation are essential to FairyWREN’s
write reduction.

The other two systems we compare in this breakdown are +Nest packing and +Hot-
Cold (i.e., FairyWREN with all optimizations). Nest packing reduces writes by at least
3.7x and hot-cold object separation reduces writes by another 3.4x. Either of these
optimizations alone would not achieve a close to 5 year lifetime, meaning that the cache
still has too many writes to achieve a reasonable deployment lifetime today on QLC. With
both optimizations, FairyWREN achieves up to a 33x increase in QLC lifetime over the
Kangaroo baseline and a 13x increase over +Physical Sep. We also observe that, even
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though hot-cold separation can increase miss ratios, the reduction in write rate and its
accompanying reduction in overprovisioning outweighs this miss ratio increase.

5.4.7 Operating on a fixed flash device

We now compare Kangaroo and Fairy WREN with respect to miss ratio given a fixed flash
capacity. We enforce the same constraints of a 6-year flash lifetime, TLC flash density,
and 32 GB of DRAM for both systems. Unlike prior figures where we minimize emissions,
FairyWREN cannot not gain an advantage for using denser flash, and Kangaroo cannot in-
crease write endurance by using less-dense flash. We show that Fairy WREN under the same
capacity constraints, and thus write rate constraints, improves miss ratio over Kangaroo
through its reduction in writes allowing it to more effectively use the capacity.
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Figure 5.19: Miss ratio vs write rate vs write amplification. Pareto curve of
cache miss ratio at different flash device sizes and the corresponding write rate and write
amplification of these points. The DRAM capacity is limited to 32 GB, the desired lifetime
is 6 years, and the caches use TLC flash.

Takeaway 10: FairyWREN achiecves the same miss ratio at lower flash capacities than
Kangaroo.

Fig. 5.19 shows the effects of changing the flash capacity on miss ratio for both traces.
For each flash capacity, we also plot the write rate and WA of both systems. We find
that FairyWREN needs less flash capacity than Kangaroo to achieve a given miss ratio.
FairyWREN also requires less overprovisioning due to its lower write rate. This trend is
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Figure 5.20: DRAM capacity vs miss ratio. Pareto curve of cache miss ratio at
different DRAM sizes. The flash capacity is limited to 3.6TB, the desired lifetime is 6
years, and the caches use TLC flash.

more prominent in the Twitter trace than the Meta trace, which is less write-intensive.
For the Twitter trace, the limitation of only using TLC prevents Kangaroo from achiev-
ing better miss ratios since Kangaroo’s needs much more overprovisioning, increasing the
overall flash capacity needed to survive 6 years above 3.6 TB. Thus, Kangaroo’s miss ratio
curve shifts to the right.

We also see that flash capacity sets the write budget for the flash device, defining the
write rate that the caching system can tolerate for a desired lifetime. As the capacity
increases, both FairyWREN and Kangaroo can maintain a higher write rate and both sys-
tems use that write rate to further reduce misses. One might expect a similar relationship
for write amplification. However, the systems have different miss ratios, causing Kangaroo
to need to have a lower WA through massive overprovisioning.

Takeaway 11: FairyWREN maintains its advantage under a DRAM constraint.

We investigated how DRAM restrictions affect Kangaroo and Fairy WREN when both
caches use 3.6 TB of TLC flash for a 6-year lifetime, Fig. 5.20. Despite having a large
DRAM footprint, FairyWREN maintains a constant miss ratio advantage over Kangaroo
from 16 GB to 64 GB of DRAM for both traces. FairyWREN still has a low enough overhead
to need less than 16 GB of DRAM for a full 3.6 TB on-flash cache. Therefore, similarly
to less DRAM-constrained environments, FairyWREN’s lower write rate translates directly
into using more cache capacity and a lower miss ratio.

FairyWREN’s miss ratio only begins to increase when DRAM falls to 8 GB on the both
traces. On the Twitter workload, Kangaroo cannot handle the workload with only 8 GB
of DRAM. As seen in the Fig. 5.19, with too small of a cache, Kangaroo actually needs
more overprovisioning to handle the extra writes from the higher miss ratio. With the
DRAM overhead too high to enable a larger cache, Kangaroo cannot be configured to run
with 8 GB of memory and only 3.6 TB of flash capacity. Even for the Meta workload with
its lower write rate, we see that FairyWREN performs slightly better than Kangaroo at
8 GB of DRAM. FairyWREN’s slightly higher DRAM overhead means its cache capacity is
more constrained than Kangaroo’s, but its lower overprovisioning results in a slightly lower
miss ratio. Hence, FairyWREN always outperforms Kangaroo even under severe memory
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constraints.

5.5 Related Work

This section discusses additional related work with similar techniques and goals to Fairy WREN.

Hot-cold objects and deathtime. In caching, hot objects are the most popular objects.
Caches use eviction policies to retain popular objects [58, 133, 137, 237]. FairyWREN
adapts Kangaroo’s RRIP-based eviction policy [133, 178].

Popularity is different than deathtime, the time when an object will be deleted [125]. To
minimize GC, many storage systems will physically separate objects by their deathtime |77,
84, 125, 156, 210, 264]. Grouping objects with similar deathtimes reduces WA. Hence,
accurately predicting deathtimes is vital for minimizing write amplification within LBAD.
Recent work uses ML to make these predictions |77, 264]. Unfortunately, ML solutions
require additional hardware that can increase emissions and cost.

Caches have more control over deathtimes than storage systems. Deathtimes are set by
the eviction policy, and thus determining an object’s deathtime is more straightforward.
For instance, in caches that evict based on TTLs, the TTLs can be used to group ob-
jects |263]. FairyWREN leverages its eviction policy’s popularity rankings and the WREN
interface to physically group objects by deathtime.

Eviction and garbage collection. Prior flash caches have attempted to reduce in-device
garbage collection. Many log-structured caches [78, 105, 158, 167] group objects into large
segments and trim these segments during eviction to minimize garbage collection. These
systems attempt to evict segments before device-level GC rewrites them. Unfortunately,
this does not ensure GC is prevented on LBAD devices, so some work has proposed leverag-
ing newer interfaces to guarantee alignment. DidaCache [220], for example, uses an Open-
Channel SSD [65] to guarantee its segments will align with erase units. Other proposals
to use more expressive interfaces re-implement LBAD-like GC on top of a ZNS SSD [85],
prohibiting optimizations like FairyWREN’s nest packing. All of these log-structured ap-
proaches suffer from high DRAM overheads and cannot evict individual objects without
additional writes.

Grouping by object size. FairyWREN separates objects into two object size classes,
large and small, similar to Kangaroo [179] and CacheLib [60]. This grouping is used to
minimize memory overhead. Allocating memory using size-based slab classes is often used
to reduce fragmentation [74, 128, 212, 220, 263]. Introducing additional object size classes
in FairyWREN would result in additional flash accesses, since FairyWREN does not index
the size classes to save memory. Instead, Fairy WREN reduces fragmentation by grouping
objects into either large segments in the LOC or sets in FwSets. These segments and sets
are periodically rearranged to prevent fragmentation.
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Chapter 6

Scaling the 10-per-TB wall with
Declarative 10

“|T)he desert dingo is intermediate between the wolf and the domestic dogs...
[Dl]ingoes evolved to prey on small marsupials.”

Issam Ahmed. [§]

ARGE DISTRIBUTED STORAGE SYSTEMS store exabytes over hundreds of thousands
L of disks |75, 119, 194, 224, 254]. Mechanical disks (HDDs) have remained more cost-
effective than flash (SSDs) due to new technologies that increase HDD density, such as heat-
assisted magnetic recording (HAMR) [35, 221|. Most vendors have near-term roadmaps
for increasing HDD densities to over 40TB per drive, with decade-long targets for 100TB
drives leading to a 6x decrease in cost-per-TB [37]. These densities will allow hyperscalers
to accommodate data growth rates while also minimizing the power usage and physical
footprint of their storage systems.

Unfortunately, drive access speeds are not scaling proportionately to HDD capacities.
In particular, the IO supply — i.e., IOPS and bandwidth per device — has remained
roughly constant as capacity has increased (Sec. 2.3.3). Put differently, the 10 supply per
TB of HDD storage has been trending steeply downward. Systems currently match 1O
supply and demand by deploying flash caches that absorb application 1O before it reaches
HDDs [60, 93, 178, 181, 266]. However, as HDDs grow denser, we are approaching a new
regime where the total IO demand of datacenter workloads on HDDs will exceed supply
by the storage system — a phenomenon we refer to as the I0-per-TB wall. Beyond this
wall, storage systems will be unable to use denser HDDs, forgoing their power, footprint,
and emissions savings.

Maintenance tasks’ IO demand. To make the deployment of denser storage devices
feasible, IO demand on HDDs needs to be reduced. Most of active disk time stems from
various data maintenance tasks, such as scrubbing [132, 190, 215], reconstruction [82, 121],
capacity balancing, and transcoding [142, 144, 154]. Such maintenance tasks are crucial
for providing the durability and availability guarantees users have come to expect from
distributed storage systems. These maintenance tasks occur from the block layer to the
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data services (e.g., table stores and database systems) running atop storage systems. Im-
portantly, each maintenance task accesses large amounts of data with little to no reuse,
rendering caches ineffective.

Opportunity: Maintenance tasks’ flexibility creates reuse. While maintenance
tasks are individually hard to cache, we observe that there is significant data overlap
between different maintenance tasks. Although there is little reuse within scrubbing, for
instance, it overlaps with every other maintenance tasks. This data overlap across tasks
occurs too far apart in time to exploit. Fortunately, maintenance tasks are generally flexible
in order, time, and even data they access. A single maintenance task (e.g. "scrub a given
disk") is generally composed of several lower-level requests (e.g. "scrub a given block").
While a maintenance task aims to complete all of its requests within a certain timeframe,
the exact ordering, timing, and sometimes even the data of the requests is flexible. We
can thus coordinate the overlapping requests from different maintenance tasks to avoid
performing redundant 10.

Unfortunately, current imperative distributed storage interfaces (e.g., GET/PUT, read/write)
do not allow order, time, nor data flexibility — each request is for a specific data unit to
be accessed now (as seen in the top of Fig. 6.1). Co-designing all tasks to explicitly coordi-
nate data reuse using these interfaces is not a practical option for software development at
scale, where there are an ever-increasing number of maintenance tasks spanning numerous
system and organizational boundaries.

Our Solution: Declarative I10. We introduce Declarative 10, a new interface to
distributed storage systems to allows tasks to declare their upcoming IO needs along with
a deadline for those requests . Our system, DINGOS!, uses these declarations to coordinate

!Dingoes are Australian canines. DINGOS is Declarative INterface for Global Optimization of Storage.
Both rely on packs: dingoes to hunt kangaroos and DINGOS on packs of maintenance tasks to find 10
overlap.
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Figure 6.2: DINGOS architecture overview. Declarative IO in DINGOS adds an

IO Planner to handle declarations. Tasks still access metadata and data as traditional in
distributed storage systems.

IO across maintenance tasks and minimize their aggregate IO demand. DINGOS aims to
read each declared block only once to satisfy all tasks needing that data (as seen in the
bottom of Fig. 6.1). While current systems issue maintenance IO in the order and time that
IO requests are issued, with declarative 10, each maintenance task declares all necessary
IO, along with an associated deadline. An IO Planner (Fig. 6.2) then decides when data
should be read from disk and notifies interested maintenance tasks of data availability. The
DINGOS IO Planner uses a rate-based scheduling heuristic and hierarchical bit-vectors to
find overlap across maintenance tasks for each scheduling quanta. It dispatches these
overlaps by erasure blocks to ensure a tiny cache suffices to absorb IO from maintenance
tasks.

Summary of results. We implement DINGOS on top of HDFS [224]. We evaluate DIN-
GOS on a 20-node HDD cluster, deriving workloads by profiling 3 hyperscalers’ main-
tenance tasks. DINGOS decreases 10 demand by 26%, showing that Declarative 10 is
a viable way to decrease disk 1O in bulk storage. In simulation, we find that DINGOS
reduces 10 by up to 40% with more maintenance tasks and that DINGOS requires little
cache overhead.

Contributions. This chapter contributes the following:

o Sources of disk 10: We identify that essential data maintenance tasks are prevalent,
their 10 requirements increase with data, and that their 10 is uncacheable.

® Declarative 10 interface: We introduce a new storage interface where tasks declare
their 10, time, and data flexibility, allowing an IO Planner to exploit data overlap to
reduce 10.

e DINGOS IO Planner: Our 10 Planner uses a rate-based scheduling heuristic and hi-
erarchical bit-vectors to achieve up to a 40% reduction in maintenance IO — showing
that Declarative 10 is a promising new interface for distributed storage.

6.1 Maintenance tasks

Although most IO demand to the distributed system comes from application 10, the
caching tier is highly effective at absorbing these requests. Hence, the IO demand that
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Figure 6.3: Imperative 10 architecture. Distributed storage systems receive impera-
tive 10 requests from all layers of the datacenter. Requests into distributed storage from
maintenance tasks are imperative today and less likely to be cacheable than other data
requests.

the HDDs of the bulk storage tier fulfill is disproportionately composed of maintenance
10, which is harder to cache (Fig. 6.3). Based on conversations with multiple datacenter
operators, maintenance tasks produce the majority of disk 10.

This section discusses why we have maintenance tasks (Sec. 6.1.1) considers the chal-
lenges in reducing maintenance 10 (Sec. 6.1.2), and finds that the flexibility of maintenance
tasks provides an opportunity to reduce their IO usage (Sec. 6.1.3).

6.1.1 Maintenance tasks are essential

Distributed storage systems need to ensure that applications can access their data with
high-performance guarantees at low cost and increasingly low emissions and energy-consumption.
Thus, storage systems are designed to optimize several objectives such as fault tolerance,
reliability, request latency, and low capacity overhead while both handling user requests
and failing hardware. Distributed storage systems run maintenance tasks to ensure these
properties. For instance, reconstruction ensures that erasure coding’s guarantees are main-
tained after one part of the stripe is lost, enabling fault tolerance.

However, maintenance tasks are not limited to the distributed storage system. These
tasks come from throughout the datacenter architecture (see Table 6.1 for a description of
common maintenance tasks). Shingled magnetic recording (SMR) disks internally garbage
collect to minimize capacity overhead [40]. Object stores also garbage collect to minimize
capacity overhead. Data lakehouses transcode data as it ages to save space while storing
newer data in narrower encodings to lower tail latency. Databases create indexes and
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materialized views for higher performance. While these maintenance tasks have similar
objectives, they are not typically distinguished from application IO by the storage system
— often getting the same priority as non-maintenance application 10.

6.1.2 Challenges in reducing maintenance 10

Maintenance tasks are not only essential, they are integral to reducing disk IO since they
both are prevalent throughout all sources of distributed system 10. Unfortunately, it is not
straightforward to reduce maintenance 10 without giving up on the important properties
that they provide. We identify three crucial challenges to reducing maintenance 10: (1) no
single maintenance task dominates the overall maintenance IO demand, (2) maintenance
tasks’ IO requirements scale with data volume, and (3) maintenance tasks are not cache-
friendly workloads. Taken together, these challenges limit the kinds of approaches that
can be used to dramatically reduce maintenance 10.

No single maintenance task dominates. Based on conversations with multiple com-
panies, no single maintenance accounts for the majority of maintenance IO — even when
only considering subsets of maintenance IO from bulk storage and data management lay-
ers. Hence, there is no clear single target for optimization. Furthermore, maintenance 10
is spread across different systems and different tiers of the datacenter architecture. This
means that there is no single system or logical group of systems that is a clear optimiza-
tion target. Instead, we must develop solutions that span many diverse maintenance tasks
generated by different systems and managed by different development teams.

Maintenance tasks grow with capacity. For several maintenance tasks, it is clear that
the IO demand scales with the amount of data. Scrubbing, for example, periodically reads
every piece of data, and thus grows proportionally with data volume. Reconstruction,
which occurs when disks fail, also demands more 10 as disks grow larger.

Maintenance tasks are hard to cache. As extensively shown in this dissertation (Ch. 2,
Ch. 4, Ch. 5), caching provides an effective way to reduce application IO demand generated
from a diverse array of systems [60, 93|. One might hope that larger or more optimized
caches be used to reduce maintenance 10. Unfortunately, maintenance 10 is hard to cache.
A single maintenance task generally scans through a large range of data with almost no
reuse between its requests. While data reuse does occur across maintenance tasks that
scan similar data ranges, these accesses tend to occur much farther apart in time than the
requests of application 10, meaning that caching for them is ineffective. Unfortunately,
this can result in maintenance IO thrashing the cache and therefore known maintenance
tasks, such as in the distributed storage system, avoid sending their IO many of the caching
layers.

The poor cacheability of maintenance IO is one of the central reasons that maintenance
tasks have come to dominate 10 demand on HDDs. Although far more application 10
is generated throughout the datacenter than maintenance 10, application 10 is greatly
reduced by the caching tier. Maintenance IO then has an outsize impact on the bulk
storage tier because it is relatively harder to cache. Therefore, we need a different solution
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to reduce 10 from maintenance tasks while ensuring these tasks still fulfill their objectives.

6.1.3 Opportunity: Maintenance tasks are flexible

Despite the above challenges, we can still reduce maintenance 10 by exploiting data reuse.
In imperative systems, reuse typically occurs too far apart in time to be captured by
traditional caches. However, maintenance tasks are flexible. We can leverage this flexibility
to shift overlapping requests from different maintenance tasks closer together in time,
creating a highly cacheable series of requests.

Maintenance tasks often have order- and time-flexibility: a task does not need data
in an exact order or at a specific time, e.g. a task’s IO requests do not have precedence
constraints or per-request timing constraints. Instead, each task typically has one timing
constraint, a deadline by which all its requests must be completed. For instance, scrubbing
must read and validate every block of data, but it does not care if data z is scrubbed before
or after data y (order-flexibility). A scrubbing task also does not specify when data z must
be scrubbed, as long as all data is scrubbed within a specified period, typically about one
month (time-flexibility).

In addition to flexibility around when requests are executed, some maintenance tasks
are also flexible about which requests are executed — a phenomenon that we refer to as
data-flexibility. For instance, load balancing displays data-flexibility. There are typically
many hot files or blocks that are good candidates to be moved off a heavily-loaded disk.
The load balancing task can make progress by moving some subset of the hot data without
caring exactly which data is moved. Carefully selecting which data is requested by each
maintenance task can also improve reuse and reduce 10.

Imperative 10 impedes flexibility. Unfortunately, there is no way to express this flex-
ibility in today’s imperative storage interface. The imperative interface only allows a task
to specify that it needs a specific piece of data now, imposing order, time, and data con-
straints. As a result, the only way that reuse has been exploited across maintenance tasks
has been through the explicit coupling of task implementations to manually align accesses
to overlapping data ranges.

Rewriting maintenance tasks into a single task is not realistic. Maintenance tasks are
often managed by different teams, organizations, and even different companies, making
coordination of these tasks logistically difficult if not impossible. In addition to represent-
ing a large and complex development effort, this approach violates modular design — an
essential way to design large systems with many moving parts such as distributed stor-
age systems and the applications and data management services built on top of them. It
also does not help with fault tolerance. Combining tasks creates dependencies between
systems that are otherwise designed to fail independently — a losing proposition in com-
plicated distributed systems where correctness bugs are easy to introduce. For example,
in order to provide an end-to-end correctness guarantee, some object stores perform data
scrubbing that is redundant to the scrubbing done by the storage system. Combining the
implementation of scrubbing between these systems could violate these guarantees.
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Distributed storage needs a new interface. To reduce maintenance tasks’ 10, we
need to expose their flexibility while still providing modularity. Thus, we need a new,
more expressive interface for distributed storage systems. In the next section, we describe
our solution — Declarative 10.

6.2 Declarative 10

The imperative IO interface does not allow maintenance tasks to express their flexibility
preventing 1O reduction. Therefore, we introduce Declarative 10, a new storage interface
that the system can leverage to improve data reuse. In this section, we look at Declarative
IO from the perspective of someone trying to implement a maintenance task. We first
give an overview of Declarative IO (Sec. 6.2.1), then define the interface more precisely
(Sec. 6.2.2), discuss how maintenance tasks can adopt a declarative paradigm (Sec. 6.2.3),
and explore how the interface modifies the correctness guarantees that maintenance tasks
using Declarative IO can expect (Sec. 6.2.4).

6.2.1 Interface Overview

The Declarative 10 interface centers on a function called declare. At a high level, declare
allows maintenance applications to send a declaration to the storage system that describes
a set of flexible read requests. The caller of declare passes a description of the data to be
read, a deadline by which the data is needed, and a callback that will notify the caller that
some of their data is ready to be read. When the callback is triggered, the maintenance
task should read the corresponding data through the standard imperative 1O interface.

Declarative IO has two main advantages. First, declare allows tasks to express time-
, order-, and data-flexibility to the storage system. To express order-flexibility, declare
allows tasks to specify multiple sets of IO in one call. The interface allows these 1O sets to
be completed in any order. The data requested in each set is then read together. To express
time-flexibility, tasks declare a deadline for all sets of 10 in the declarations. This states
that each IO set in the declaration just needs to be completed by the deadline, rather than
at a precise time (see Sec. 6.2.4 for more on timing guarantees). To express data-flexibility,
tasks specify the number of sets that should be completed before the deadline. This allows
a task to declare many sets, of which multiple will fulfill the tasks’ objective.

Second, by passing a callback to declare, tasks allow the distributed storage system
to select, shift, and reorder declared requests in order to vastly improve data reuse. By
exploiting time- and order-flexibility, the storage system turns data reuse that used to span
weeks into a series of overlapping read requests that occur within minutes. Furthermore,
by exploiting data-flexibility, the storage system can create additional reuse that would
not exist given an imperative IO interface. Crucially, Declarative IO allows the distributed
storage system to optimize across declarations from potentially disparate tasks managed
by different organizations. Any tasks that use the same distributed storage system can
have their IO reduced by using Declarative 10.
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I class BlockSet { set<Block> blocks };
> declare(list<BlockSet> block_sets,

3 size_t sets_needed, time_t deadline,

A void callback(list<BlockSet> block_sets, bool overloaded));

Figure 6.4: declare call. Maintenance tasks use the declare call to specify sets of data
that the task needs before a deadline, communicating their flexibility explicitly.

6.2.2 Interface Details

We now describe Declarative I0’s interface in more detail. The main addition is the
declare call, formally specified in Fig. 6.4.

Specifying data. Many tasks require data that is grouped in a specific way. For instance,
transcoding requests data one stripe at a time, where a stripe consists of several blocks?.
Declarative 10 supports data grouping via BlockSet, a list of distributed storage blocks.
declare takes the argument block_sets, a list of BlockSets representing different task
requests. Each Block in a BlockSet corresponds to one unit of data used by the distributed
storage system (in practice, a Block is often tens of MBs). A Block specifies a logical
address in the distributed storage system, not a disk block or an LBA on a specific device.
The sets_needed argument exposes the data-flexibility of a task by specifying that any
subset of sets_needed requests from block_sets will fulfill the task.

Deadline. The deadline argument indicates the time by which the entire task should
be completed. In practice, different maintenance tasks exhibit time-flexibility on vastly
different time scales. For example, a task such as reconstruction may require a short
deadline (e.g. hours) whereas a task such as scrubbing might be done at the scale of weeks.

Callback. The callback argument is invoked when the storage system determines that
it is a good time for a task to read one or more of its declared BlockSets. The callback
function takes a list of BlockSets specifying which data should be read. The storage
system may use the callback multiple times before a declared task is completed.

Importantly, the callback is not passed actual data, but rather a collection of identifiers
describing which data to read. The task itself is then responsible for reading this data
using standard imperative read requests. Said another way, the callback serves as a strong
hint from the storage system to a task that reading the specified data now will result in
10 savings. As discussed in Sec. 6.2.4, the choice to rely on imperative read calls simplifies
the fallback mechanism in case a task is not completed by its deadline. At any time, a task
can read any outstanding data in the declaration, potentially lowering IO savings while
preserving correctness. If Declarative IO cannot complete a declaration by its deadline,
it may invoke the callback with overloaded=true, signaling the task to fall back to the
imperative interface as needed.

2Note that these are blocks in the distributed storage system, not local file system blocks. Importantly,
they are often O(MB) or larger.
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5 class Segment { string file_path,

6 off_t offset, size_t length };

7 class SegmentSet { set<Segment> segments };

s def declareFiles(

9 list<SegmentSet> segment_sets,

10 size_t segment_sets_needed, time_t deadline,

11 void callback(

12 list<SegmentSet> segment_sets_selected, bool overloaded));

Figure 6.5: Supporting files in Declarative 10. Declarative IO extends the declare
call to support files using declareFiles.

Extending declare to files. Depending on where in the datacenter a maintenance task
originates, it may not express its data needs in terms of blocks. To address these cases,
we extend Declarative IO to support declarations in terms of files (Fig. 6.5) in addition to
blocks. declareFiles allows a task to declare requests as sets of file segments. Using the
storage system’s metadata service, the library translates declareFiles into declare block
declarations. If the file segments do not align to block boundaries, all blocks containing
part of the file segment are requested as part of the corresponding segment set. This
pattern can be extended to handle objects in object-based distributed storage systems or
other higher-level data structures.

6.2.3 Converting maintenance tasks to Declarative 10

Declarative 10 requires changing maintenance tasks to use the new interface. We highlight
three key considerations for maximizing the impact of Declarative IO when converting
these tasks: (1) fully express time- and order-flexibility, (2) hunt for data-flexibility, and
(3) simple declarations work well. We discuss these principles below by describing our
experience converting several maintenance tasks to Declarative 10.

Fully express time- and order-flexibility. Scrubbing is a particularly good target for
Declarative 10, because both it reads a lot of data and its conversion is relatively simple.
Scrubbing periodically checks that each block in the system is still valid over a long time
horizon (e.g., monthly). Imperative scrubbing iterates over all blocks at a fixed rate, impos-
ing both ordering and timing constraints. A naive declarative scrubbing implementation
might continue to generate scrubbing requests at a fixed rate, but allow each scrubbing
request to complete at any time before the next request. Although this naive approach
introduces some time-flexibility, it does not maximize either time- or order-flexibility.

A better approach would involve a single declaration to read all blocks with a one-
month deadline (Fig. 6.6). This gives the storage system much more freedom to scrub
blocks at any time and in any order, creating massive potential overlap with other tasks.
While this is a simple example, it illustrates how a small change to the declaration pattern
can drastically change the flexibility afforded to the storage system.
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Figure 6.6: Declarative scrubbing. Comparison of how scrubbing requests blocks
over time. Declarative IO allows scrubbing to express both order and time flexibility by
combining the scrubbing requests into one declaration.

Hunt for data-flexibility. Now consider the capacity balancing task, which moves data
between disks to ensure that all disks have about the same amount of data. We can
introduce time- and order- flexibility to the capacity balancing implementation similarly
to how we did in scrubbing: simply replace imperative reads with one declaration that
includes reads for each chosen block (Fig. 6.7). However, this solution ignores that capacity
balancing has a lot of data-flexibility.

Capacity balancing fundamentally needs to move some amount of data between disks,
but not any specific piece of data. This data-flexibility is not immediately apparent from
the imperative implementation of the task and is a new consideration in Declarative 10.
A more flexible implementation of capacity balancing is to declare all blocks that could be
moved (potentially all blocks on the disk) and how many need to be moved. This allows the
storage system to create data reuse between tasks that may not have otherwise accessed
the same data.

Imperative
Naive Declarative .

Declarative

. needed: 5 |

Figure 6.7: Declarative capacity balancing. Comparison of how capacity balancing
requests blocks over time. Leveraging the balancing task’s data-flexibility maximizes the
chance for overlap with other maintenance tasks.

Simple declarations work well. For more complicated maintenance tasks, the challenge
becomes how to group work. For example, compaction in log-structured merge (LSM)
trees [20, 24] has a more complex request structure (Fig. 6.8). Rather than operating on
blocks, compaction operates on sets of SSTables (e.g., files), generally one SSTable in level
n and all SSTables in level n + 1 with overlapping key ranges. Hence, the block set for a
compaction task should be expressed as all the segments comprising the several files with
overlapping key ranges in both the target compaction level and the one below.
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It is tempting to make declarations that allow compacting all possible combinations of
files (one from level n, one or more from level n+ 1) to maximize data-flexibility. However,
this design will cause problems. These declarations will overlap, meaning that one file
could be targeted for compaction multiple times within a single compaction task. One
solution to this problem would be to develop more complex data-flexibility semantics for
Declarative 10. However, we err on the side of simplicity, and instead suggest declaring
non-overlapping requests. While this approach sacrifices some potential IO savings, it is
still sufficient to dramatically increase the data-flexibility of compaction. Now that we
have defined the sets and how to resolve conflicts, compaction declarations are similar to
rebalancing except that instead of each block set being a block, its several files worth of

blocks.
Level (n . <+— SSTable Q

Leveln

@ @& O
Level (n + 1) .......

Figure 6.8: Declarative LSM compaction. Units of work in LSM compaction. When
declaring compaction, we strive to declare clean cuts of work such as the purple files and
the red files instead of overlapping work such as the purple files and the green files.

6.2.4 Consistency with Declarative 10

Moving a task from imperative 10 to Declarative IO may change what data the task reads.
This clearly applies to tasks with data-flexibility, but even a task that reads a fixed set
of blocks may not see the same data. The imperative and declarative views of data may
differ because they look at the system at different times (see Fig. 6.10).

Correctly rewriting maintenance tasks using Declarative IO requires understanding its
consistency model and what guarantees the interface provides. The following section de-
scribes our assumptions about distributed storage system behavior, how Declarative 10
provides consistency based on these assumptions, and what happens in the event that a
declarative storage system cannot meet its deadlines.

Storage system assumptions. We target append-only distributed storage systems. The
append-only storage model is common in hyperscalars [75, 164, 194, 224] because it greatly
simplifies the consistency model. Append-only file systems, as seen in Fig. 6.9, provide
a guarantee of immutability on the block-level. Here, existing files only accept append
operations to add data, and any fully completed, or sealed, blocks are immutable. The
only way to change a sealed block is through deletion. Declarative 1O only accepts sealed
blocks.

Given the immutability guarantees of append-only distributed storage systems, we only
need to reason about the correctness properties of deletions, creations, appends, and meta-
data operations. While Declarative IO could be expanded for a general distributed storage
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Figure 6.9: Block-file mappings. Files map to sealed blocks in append-only distributed
file systems

system, several additional consistency challenges would have to be considered, such as how
to handle blocks that change during the lifetime of a declaration.

Repurposing existing imperative logic for correct file deletions. A request from a
maintenance task might reference blocks that will be deleted between its declaration and
deadline. For instance, Block 4/ in Fig. 6.10 will be deleted before the tasks’ deadline.
Depending on the order Declarative IO returns blocks, the task may or may not get Block
4’s data. Thus, Declarative IO only guarantees that a task will read valid data from
BlockSets where its component blocks are not deleted during the entire lifetime of the
declaration. Declarative 10 can return callbacks to BlockSets that include a block deleted
before the deadline.

Since Declarative IO only notifies maintenance tasks and these tasks still need to use a
standard imperative read, declarative reads inherit the correctness guarantees of imperative
reads. Specifically, existing distributed storage systems cache data about where to fetch
blocks that can be stale by the time of the actual request. These systems use mechanisms
such as leases from the metadata service to ensure read consistency in the face of deletion.
Maintenance tasks using Declarative 10 can still rely on these consistency mechanisms.
Thus, even if they attempt to read deleted blocks returned in callbacks, the read will fail
as expected.

Time

v

Block 1 ! I

Block 2 | |
Block3 1
Block4 & :
Block 5 | |
Decla.ration Imperative lterator Read ~ Dea:iline

Figure 6.10: Block choice in scrubbing. An example comparison of which blocks
scrubbing could find request an iterative and a declarative implementation. Each block is
a BlockSet.
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File creations and appends. After a maintenance task makes a request, new data might
be appended to the corresponding files or new files might be created. The resulting new
blocks will not be part of that request since the request’s blocks are mapped at declaration
time. Tasks can create new declarations if they need these new blocks.

Most maintenance tasks already handle new files and blocks in a similar fashion. For
instance, both the iterative scrubber and the declarative scrubber in Fig. 6.10 miss block
3. In fact, Declarative 10 provides a more exact guarantee than a standard iterator — it
will return for all blocks present at the time of declaration.

Metadata operations consistency. The final set of operations that affect Declarative
IO are metadata operations, particularly renames and changing access permissions. Since
we translate files into blocks, Declarative IO does not know about renaming and will send
callbacks to tasks even if the access permissions on the files have changed. However, similar
to deletions, this is not a problem since tasks will re-obtain permissions to read the data
using the imperative interface.

Overloaded system. While Declarative 1O tries to finish tasks before their deadlines, it
cannot guarantee that all deadlines will be met if the storage system is overloaded. When
a deadline is missed due to overload, the storage system will will inform the impacted task
using the callback with the OVERLOADED flag. The task may then immediately issue any
imperative requests it needs to complete, or the task may continue to wait for additional
callbacks if further delay is deemed to be tolerable.

6.3 DINGOS Design

We now introduce DINGOS, a distributed storage system that supports Declarative 10.
Our main addition is the DINGOS IO Planner, which receives declarations and schedules
them to reduce disk IO while meeting deadlines. In this section, we provide an overview
of DINGOS (Sec. 6.3.1), then discuss the IO Planner scheduler (Sec. 6.3.2) and the IO
Planner dispatcher (Sec. 6.3.3).

6.3.1 DINGOS Overview

DINGOS supports Declarative 10 and its new functions. It also must support existing
imperative interface calls for foreground applications and as the read mechanism for dec-
larations.

Imperative requests. As seen in Fig. 6.11, imperative requests, such as application re-
quests, operate in DINGOS just like in other distributed storage systems (Sec. 2.3.4).
These requests first go to the metadata service to translate file requests into node-specific
block requests and to get a lease on the requested data. The imperative task can then
query this data from the appropriate data nodes, traversing the cache to minimize disk 10.

Declarative requests. DINGOS differs from other distributed storage systems because
it supports Declarative 10. Unlike imperative requests, declarative requests go to a new
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Figure 6.11: DINGOS overview. Imperative requests proceed as normal in DINGOS
for both metadata and data requests. Declared requests go to the a new component: the IO
Planner. The IO Planner keeps track of outstanding declarations, schedules some subset
of them every time quanta, and then dispatches them to minimize cache overhead.

component in DINGOS— the 10 Planner. The 10 Planner stores declarations and period-
ically decides which ones to execute in the next scheduling quanta. The planner assumes
that all maintenance tasks cumulatively have a total disk IO limit for a set amount of
time. The planner’s goal is to reduce disk IO while adhering to the IO limit and meeting
declaration deadlines. We implement a rate-based planner to optimize 10 while making
progress towards the deadlines (Sec. 6.3.2).

Once the planner decides which blocks to schedule for the next quanta, the dispatcher
determines a dispatch ordering. The goal of this ordering is to minimize the time between
callbacks that need the same data, effectively reducing the required cache space (Sec. 6.3.3).
The dispatcher can leverage heuristics, such as grouping by erasure blocks, to simplify
dispatching. To actually dispatch a declaration, its callback is invoked, indicating to the
task that it should imperatively fetch the associated data. When multiple tasks fetch the
same data at the same time, said data becomes cacheable and only one disk read must
occur for each block.

6.3.2 Scheduling in DINGOS’s 10 Planner

We now discuss how the IO Planner schedules declarations to reduce 10 while meeting
deadlines.

Problem definition. The main constraint in deploying high-capacity disks is IO availabil-
ity. As such, the IO Planner’s goal is to find the least amount of disk IO needed to fulfill
all declared requests within their deadlines. Specifically, the IO Planner must decide which
blocks to read in the next timestep given its set of outstanding declarations and a limit on
total disk 10. Declarations received during the scheduling process are not considered until
the next timestep.

We assume that maintenance tasks that access the same block within the same timestep
only need to read the block from disk once, i.e., that every block in a timestep can be cached
for the duration of the timestep. Furthermore, maintenance tasks will request blocks within
the same timestep that the block was scheduled. We also assume for simplicity that caching
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cannot occur between timesteps for maintenance tasks using Declarative 10, since we want
to minimize our caching overhead.

Finally, we assume that the IO Planner will schedule the maximum number of blocks
allowed in the quanta unless there are no outstanding declarations. While we could po-
tentially reduce cumulative IO by delaying reading blocks, DINGOS aims more broadly to
reduce the 10 limit per quanta, or the maximum IO that maintenance tasks need, since
this is necessary to avoid the I0-per-TB wall.

Scheduling for reuse is NP-hard. To show that the problem is NP-hard, we take a
simplification of the problem where deadlines are infinite. Assume that we have an oracle
that knows all declarations and which block sets in each declaration will create the most
overlap if the declaration includes any data-flexibility. We want to create a schedule for
the chosen block sets that minimizes the maximum number of blocks read in any of n time
periods. We can reduce this problem to a VM packing problem [225] or a bin-packing
problem in the special case where there is no overlap. Since this is a simplification of our
scheduling problem, scheduling for reuse in DINGOS is NP-hard.

Rate-based scheduling. For DINGOS’s scheduling heuristic, we decide to prioritize
meeting deadlines over finding data reuse because (1) scheduling for reuse is NP-hard,
(2) we still observe significant data overlap, and (3) not meeting deadlines leads to more
imperative 10 without reuse. To bias the scheduler towards meeting deadlines, we im-
plement a rate-based scheduling heuristic. For each declaration, we calculate the rate of
blocks per quantum needed to finish the declaration by its deadline; the IO Planner prior-
itizes declarations with higher rates. If the IO available in the scheduling quantum is less
than what is needed to meet each declaration’s rate, we may have an overloaded system
depending on the overlap of outstanding declarations.

In order of decreasing rate, the planner chooses block sets for the next quantum. We
schedule entire block sets since they are the unit of work for each declaration. The planner
selects as many block sets as it can while adhering to the total disk IO limit. Since we
only need to read a block once per scheduling quantum, any blocks already scheduled in
an earlier block set are considered “free” and do not count towards the limit.

Once the IO Planner reaches the total disk IO limit for the quanta, it performs a second
pass over the remaining block sets to find those that are a complete subset of the blocks
already scheduled. It includes these block sets to this scheduling timesteps, since they are
free and do not contribute to the scheduled disk 10. This inclusion just ensures that the
appropriate callbacks are invoked for these block sets, notifying the maintenance task that
the data is available.

6.3.3 DINGOS’s dispatcher minimizes cache space

To match our scheduling assumptions, DINGOS needs to have cache space for all disk 1O
it schedules in a time period. Ideally, we would have scheduling timesteps that are as small
as possible to minimize cache size (on the order of minutes instead of hours). But small
quanta are not practical since our scheduling algorithm is O(block sets) and there can be
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Figure 6.12: DINGOS scheduler. DINGOS uses a rate-based scheduler which biases
toward completing all declarations by the deadline. It first finds the number of block sets
that need to be done each scheduling quanta to meet the deadline and

many outstanding declarations. Instead, we break DINGOS’s cache size dependency on
the scheduling timestep through DINGOS’s dispatcher.

The dispatcher takes the planner’s 10 schedule and divides it into smaller groups of
block sets. The dispatcher then selects an arbitrary ordering of these groups and, for each
group, issues callbacks for all related declarations.

Erasure blocks heuristic simplifies dispatching. To simplify this partitioning prob-
lem, we use a heuristic based on erasure blocks — a group of blocks that are erasure coded
together — to find dispatching groups. Since erasure blocks typically belong to a file,
many block sets are either single blocks or a set of erasure blocks. For each dispatching
group, we choose an erasure block in the IO plan and find all block sets that use any block
in that erasure block. We then include any other erasure blocks in our group that those
block sets use. The dispatcher keep iterating until all block sets in the dispatch group have
their blocks and all blocks sets that include the chosen blocks are in the dispatch group
and or the maximum cache size is reached. While dispatching to minimize cache space
can decrease the reuse in highly-connected 10 plans, we find that the dispatcher results in
small cache requirements without losing much reuse in practice (Sec. 6.4).

6.4 Evaluation

We now present the experimental results for Declarative 10. To evaluate Declarative 10,
we implement a prototype on top of HDFS, and additionally simulate a datacenter-scale
distributed storage system using Declarative 10.

6.4.1 DINGOS on top of HDF'S

To explore the impact of Declarative IO on a real system, we build DINGOS on top
of HDFS. We modified scrubbing, reconstruction, rebalancing, and transcoding to use
Declarative 10. Scrubbing and rebalancing are modified as described in Sec. 6.2.3. Both
reconstruction and transcoding are modified to expose time- and order-flexibility.
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Figure 6.13: Declarative vs imperative 10 reads over time. Disk read IO in the
cluster for DINGOS and the baseline default HDFS. A Datanode was added at minute 8,
and Datanodes were dropped at minute 204 and minute 398. 1/16th of the data is marked
for transcoding every 35 minutes. DINGOS can schedule 24 MB/s of reads each quanta

Experimental setup. We evaluate our declarative version of HDFS on a local cluster
with 1 Namenode, 16 Datanodes (before adding and dropping), 1 node for the Balancer,
and 1 node for the transcoding workload. The cluster consists of SuperMicro 4042G-6RF
nodes, each with 64 cores, 128 GiB RAM, 2x 3TB HDDs and 64GB SSD connected with
40 GbE and FDR10 InfiniBand. We compare DINGOS against a default version of HDF'S.
The IO Planner is configured with a period of 60 seconds.

We distinguish between logical and physical IO to determine the efficiency of Declarative
I0. Logical 10 represents bytes read or written by HDFS, regardless of whether those bytes
were in the cache or disk. Physical 10 represents disk 10. We determine logical work by
collecting read and write metrics from within HDFS. For instance, if HDFS reads 24 MB
for a reconstruction task, that counts as 24 MB of logical work, even if it only generated
16 MB of disk 10. To calculate physical 10, we measure disk statistics with iostat.

By default, HDFS leverages the OS for caching. We do not use the explicit cache
pinning mechanism because it only works at a file level. To restrict cache size since we
do not run a foreground workload. We limit each Datanode process to 1 GB of memory
using cgroups. We explore the necessary cache space more thoroughly with the simulator
Sec. 6.4.2.

DINGOS reduces I0 by 24% over default HDFS. We now evaluate our DINGOS
implementation. In this experiment, the cluster starts with 500 GB of data split into 64
MB files. All files begin in a 3-way replication scheme. Over the course of the experiment,
we add one Datanode and drop three Datanodes to trigger the appropriate amount of
rebalancing and reconstruction. The transcoding workload marks 11 GB of files every 12
minutes.

Fig. 6.13 illustrates disk IO in the HDFS cluster over the course of the experiment.
Over the course of the experiment, Declarative IO has 24% fewer 10s than default HDF'S.
The baseline configuration achieves an efficiency of .97x (logical IO per physical 10). In
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Figure 6.14: CDF of blocks accessed by maintenance tasks. Cumulative density
function of block references in maintenance task declarations. The x-axis marks how many
declarations a block appeared in. 71.7% of blocks are referenced more than once.

comparison, HDFS with Declarative 10 has an efficiency 1.32x. In other words, given a
maintenance budget of 1 MB/s/TB, default HDFS can achieve about 1 MB/s/TB of work,
while Declarative IO achieves 1.32 MB/s/TB. DINGOS’s IO Planner expects an efficiency
of 1.37x, but not 100% of read overlaps occur as expected. We find that this occurs mostly
due to degraded reads after disk failure.

In addition, compared to the default version of HDFS, DINGOS more evenly distributes
maintenance IO because DINGOS controls how much IO can occur each quanta over all
of the tasks whereas imperative 10 requires per task control. This control shows another
benefit of Declarative 10, being able to centrally manage when maintenance 10 occurs
— a useful tool that could be used for example to increase maintenance IO when there
is less foreground work, prioritize recovery in large-scale failures, or bias maintenance 10
towards disks with more available IO (such choosing data in stripes on lower-capacity
disks). Limiting maintenance IO when there is more foreground work and increasing its
rate when there is less foreground work would also minimize the impact of maintenance 10
on foreground work and could be done based on dynamic changes in the storage cluster,
while still ensuring the maintenance 10 occurs.

Most IO from maintenance tasks has overlap. Fig. 6.14 shows how often maintenance
tasks access the same data. When the same blocks are frequently referenced by multiple
tasks, it is more likely that Declarative IO can find a schedule that overlaps them. In this
experiment, the IO Planner managed to schedule roughly 25% of the maintenance work
for “free” (that is, the same block is read by multiple scheduled declarations).

6.4.2 DINGOS in Simulation

To evaluate 10 savings at scale and assess the effectiveness of DINGOS, we build a time-
driven cluster storage simulator. This section answers four key questions: (1) How much
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Maintenance task | Event frequency | Deadline | Cluster 1 | Cluster 2
Reconstruction On disk failure | 36 hours 21% 17%
Scrubbing Once in 30 days | 30 days 2% 20%
Garbage Collection | Once in 6 hours 5 days 42% 17%
File transcoding | Once in 12 hours | 5 days 15% 25%
Capacity balancing | Once in a day 5 days 14% 10%
Index checking Once in 15 days 7 days 2% 5%
File scrubbing Once in 30 days | 30 days 4% 6%

Table 6.2: Workload parameters. The simulator uses the event frequency and deadline
parameters for both clusters. Each cluster has a different division of 10 between the
maintenance tasks.

10 does DINGOS eliminate at scale and with more workloads? (2) How does the IO supply
affect DINGOS? (3) How much additional cache does DINGOS need?

Simulator setup. The simulator models 1O activity from real-world datacenter mainte-
nance workloads in discrete 1-hour steps over a 30-day period. The simulated cluster stores
data in 250 MB files, distributed in 8 MB blocks across 4 TB disks. The cluster maintains
80% storage utilization. Blocks are either 3-way replicated or part of 6-0f-9 or 30-0f-33
erasure-coded stripes.

We simulate seven workloads: reconstruction, disk scrubbing, garbage collection, file
transcoding, index checking, file scrubbing, and rebalancing.

Reconstruction is triggered by random disk failures. Blocks from the failed disk are
recovered via replication or erasure-coded stripes. Each failed disk is replaced to maintain
cluster size. Disk scrubbing reads all written blocks to verify integrity. Garbage collection
targets a subset of files designated as part of an object/KV store. Files are selected at
random at fixed intervals, read fully, and rewritten with new blocks. Transcoding emulates
age-based re-encoding for space efficiency [154|. Files are ingested in 3-way replication,
then progressively transcoded to 6-0f-9 and 30-0f-33 EC schemes. Similar to garbage
collection, files are fully read and re-written with new blocks. Index checking reads a small
set of blocks to allow databases to check if their index is valid. File scrubbing reads all
blocks of selected files to check data integrity. Rebalancing identifies disks with skewed
usage (by capacity or IO load) and moves a fraction of their blocks to other disks. All blocks
stored on the disk are candidates to be moved. Additional workload parameters—such as
event frequency and deadlines—are listed in Table 6.2.

Declarative 10 saves up to 40% of maintenance reads. DINGOS reduces 10 de-
mand by exploiting overlap across maintenance tasks. We measure savings as the ratio of
logical work (total data read by workloads) to physical work (data read directly from disk).
Declarative 10 savings depend on two factors: (1) the IOPS demand of maintenance tasks,
and (2) the IOPS supply, i.e. bandwidth available to them.

First, the total IO demand affects the opportunity for overlap. To model variation across
clusters, we also simulate two clusters. Cluster 2 is a higher-demand scenario with 33%
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Figure 6.15: 10 savings with different supply and demand.

more 1O than cluster 1. They also have their IO divided differently between maintenance
tasks (Table 6.2).

Second, while the potential for savings is independent of the supply of IOPS, the real-
1zed savings depend on when requests are scheduled. In surplus, with ample bandwidth,
DINGOS is able to schedule even recently declared requests to exploit idle disk resources,
without waiting for potential byte overlap with future requests. Conversely, when band-
width is scarce (i.e., when the supply of disk IO is high), DINGOS packs multiple requests
over a wider time period to exploit byte overlap. In general, bandwidth for maintenance
tasks is capped by storage administrators to protect the SLOs of user-facing foreground
requests. This constraint is becoming more pronounced as available IOPS-per-TB continue
to decline with newer disk models.

We report IO savings as a function of available bandwidth (in MB/s per TB) in Fig. 6.15.
DINGOS is able to save up to 70% of IOPS in very low bandwidth scenarios. Unfortunately,
Declarative IO with an available bandwidth of 0.5 MB/s/TB causes deadline violations in
both cluster. DINGOS saves up to 40% of maintenance reads under 1.0 MB/s/TB supply
conditions where it can meet deadlines.

Declarative 10 needs minimal cache space. Declarative 10 depends on exploiting
cache space to allow tasks to re-use I0. The additional cached blocks cannot have a large
effect on foreground IO cache misses. We show that Declarative 10 is able to effectively
save 1O with as little as 8 MB of cache per disk (Fig. 6.16) — essentially one block per
disk.
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Figure 6.16: Cache size vs 10 savings. IO savings with different cache sizes, with
supply = 0.75 MB/s/TB

6.5 Related Work

This section discusses additional related work with similar techniques and goals to Declar-
ative 10.

Duet and Quartet. Duet and Quartet are the two systems closest to DINGOS. Duet [417]
re-order local maintenance reads based what is in cache. Duet notifies modified mainte-
nance tasks when data in the cached data changes. Quartet [100] extends this approach
to work for map-reduce jobs. DINGOS does not rely on what is in the caches but rather
pre-declared work from different maintenance tasks. This approach allows Declarative 10
to make a more streamlined interface that can be used across many maintenance tasks.
Declarative 10O also introduces both time- and data-flexibility to increase reuse.

Disk-level optimizations. We also see the re-order of IO in some disk-level optimizations.
For instance, freeblock scheduling [169] reorders low-priority IO to exploit disk-head time
spent rotating to the right disk location. This can be extended to local maintenance
reads [239]. These optimizations are orthogonal to Declarative IO since the maintenance
reads will still go through these disk-level optimizations.

Semantically-smart disks. Semantically-smart disks [49, 226, 227| aim to understand
the structure of the higher-level system such as the file system or database to make better
data placement decisions or secure deletion of data. These disks increase functionality
with or without changing the disk interface. Declarative IO addresses a different problem
— the impending 1O0-wall in distributed storage system on HDDs — and takes a different
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approach — embracing interface change as necessary to solve its problem. We also see the
interface change as incrementally deployable since DINGOS starts seeing benefits when
only a few maintenance tasks are modified.

Database-level optimizations. The database community combines data requests, such
as through shared scans [42, 50|. These optimizations rely on having database queries —
which do not occur for many maintenance tasks. Declarative 10 instead targets the file
and block level since all maintenance tasks that want data must eventually go through the
distributed storage system. Thus, we need an interface specifically at that layer, and we
find that simpler interfaces than those in databases are sufficient.

Reducing 10 from individual maintenance tasks. There has been work trying to
reduce IO from individual maintenance tasks such as transcoding [154]. We view this work
as orthogonal — any improvements in reducing this IO will just add to the end goal of
overcoming the 10-per-TB wall and deploying more dense hard disk drives.

RAID. RAID [82] advocated for an array of lower-capacity, inexpensive disks to decrease
cost. Today, RAID still has a large impact on distributed storage in the form of erasure
coding and replication. However, its motivation to use lower-capacity disks is no longer
present because the cheapest, lowest-emissions disks are the highest-capacity disks.
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Chapter 7

Conclusion

“Sustainability is not just about adopting the latest energy-efficient technologies or
turning to renewable sources of power. Sustainability is the responsibility of every
individual every day. It is about changing our behaviour and mindset to reduce
power and water consumption, thereby helping to control emissions and pollution
levels.”

Joe Kaeser [19].

HIS DISSERTATION addresses the gap on research to reduce storage emissions in dat-
T acenters, particularly focusing on embodied emissions where storage is the dominant
source of emissions. We find storage emissions are primarily from the storage devices them-
selves and identify that IO limits the use of denser, longer-lived flash and HDDs. Since
these are the two ways to reduce embodied emissions from a datacenter perspective, this
dissertation focuses on reducing IO to enable more sustainable storage.

We present techniques to reduce 10 through increasing the utility of each read or write
in the data-retrieval system by trying to achieve multiple objectives through each 10. To
accomplish higher 1O utility, we had to rethink both the device-system and the storage
system-user interfaces. In particular, we focused on two uses for storage devices in the
datacenter: flash caching and bulk storage.

For flash caching, we present both Kangaroo and FairyWREN to reduce writes to flash,
allowing for longer flash deployments with denser drives. Kangaroo reduce application-level
write amplification through exploiting hash collisions between objects in its on-flash log to
move multiple objects each time a set is rewritten. FairyWREN then tackles device-level
write amplification through classifying and exploiting new WREN interfaces that allow
caches to have control over garbage collection writes. FairyWREN then combines these
writes with Kangaroo’s log flushes to reduce writes. Together, these improvements reduce
writes by 28x and emissions by over 50%.

For bulk storage, we introduce Declarative IO — a new distributed storage interface
that allows us to combine distributed system reads from different maintenance tasks into
one disk read. Our implementation, DINGOS, allows us to reduce reads by up to 40%
relative to traditional, imperative interfaces, showing that this interface is a promising
approach to reduce disk 10. This IO reduction is essential for deploying new denser HDDs
that have lower, emissions-per-bit.
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All of these systems support the thesis: reducing 1O, through increasing the utility
of each read and write and developing more expressive and symbiotic interfaces, enables
more sustainable storage systems in datacenters. They also are some of the first systems
that show how systems-level redesigns can significantly reduce storage emissions, meaning
that we do not have to wait for manufacturers to become greener to reduce embodied
emissions. Rather, we can design systems to reduce emissions through identifying already
existing hardware that embodies less carbon emissions and enable the deployment of that
hardware through building more efficient systems that address sustainability bottlenecks.

7.1 Future work

While this dissertation makes significant progress toward sustainable data retrieval sys-
tems, there is more work to be done. In this section, we discuss future directions starting
with flash caching, then for declarative 10, and finally more broadly in reducing storage
emissions.

7.1.1 Flash caching

There are several opportunities to further improve flash caching.

Pushing the Pareto curve between writes, misses, and DRAM overhead. Kan-
garoo and FairyWREN both enable new points on the trade-off space between writes,
misses, and DRAM overhead. There is potential to make a more optimal trade-off space.
Particularly, we leave unexplored using multiple hash functions to increase hash collisions.
This could allow a flash cache to further minimize writes, but could increase the number of
reads needed to find objects or alternative the DRAM overhead for filters to minimize these
reads. The design would also have to carefully consider how to minimize conflict misses.
Additionally, our flash caching work is limited to using Bloom filters in memory. There are
more information-optimized filters that could decrease memory overheads [109, 193, 195].
Finally, we explore separating sets by likelihood of object eviction in FairyWREN. This idea
could be extended to more temperature divisions, beyond just hot and cold to potentially
further reduce writes at the cost of complexity and increased likelihood of misprediction.

Can we break the lifetime vs density trade-off in flash? In FairyWREN, we found
that flash writes decrease dramatically with per-cell density, and increasing lifetimes by
using less dense flash leads to lower emissions. This result shows a trade-off between
reducing flash embodied emissions through increasing density or increasing lifetime, since
flash’s write endurance limits both. However, this trade-off is not fundamental because flash
can decrease density overtime and likely regain its extended lifetime. We can investigate
whether it’s possible to get the best of both worlds — a long lifetime flash device that
reduces density as it wears out.

Does persistence help recovery from metastable failures? In this dissertation, we do
not leverage flash’s persistence for caching. Flash is chosen instead because it is a cheaper,
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lower emissions alternative to DRAM that is more performant than bulk storage’s HDDs.
A problem more generally with large caches is that when they fail, the storage hierarchy
enters a metastable failure [72, 130]. Essentially, the system that can handle a given load
in a stable state can only handle a fraction of that load after cache failure, even when the
cache servers return. Since the caches have to be warmed up after failure, the underlying
storage system still sees higher load than under stable conditions, inhibiting returning to
a stable state. We could potentially do more to leverage flash persistence to reduce this
load amplification that occurs after cache failures.

7.1.2 Declarative 10

Now, we discuss future ideas to improve Declarative 10.

Can we improve DINGOS? DINGOS is an initial system that supports Declarative
10. However, we believe there is room for continued research to improve how the system
works. For instance, DINGOS avoids using too much cache space to minimize its impact
on foreground applications. Instead of just minimizing disruption, DINGOS could use
foreground requests to further reduce IO by understanding what data is in the cache
and prioritizing declarations for those requests since they would need less disk 10. This
optimization would require further integrations with the caches and thus would need to
make sure not to slow down the caching system.

DINGOS could also use a more optimized scheduler. DINGOS uses a rate-based sched-
uler that always schedules work. This policy is pretty good for basic maintenance workloads
when we are aiming for lowering our maximum IO load since that maximizes disk density.
However, if the declarations become more complicated, it may make sense to further op-
timize the scheduler, such as by delaying requests to maximize IO overlap. It would also
behoove this work to have a better theoretical understanding of the optimal scheduling
policy.

Extending Declarative IO beyond maintenance tasks. While we target maintenance
tasks with Declarative IO because they are more flexible and are responsible for a large
portion of disk IO, there are other tasks amenable to Declarative 10. Since adding more
tasks would make Declarative IO more efficient, it would further to reduce disk 10 to
include these tasks.

User tasks such as ML training or analytics are a large source of IO and have inherent
flexibility, particularly in ordering. These applications have two main challenges: they
have demanding performance requirements and their developers have little knowledge of
the storage stack. To target these applications, Declarative 10 needs to have stronger
timing guarantees and not require extensive storage knowledge to integrate.

Additionally, it would increase declared work to add a declarative interface to public
cloud storage, such as an additional interface to S3. This would require better expressing
SLAs and considering how to price declarations. While presumably they would result in
cheaper reads to encourage adoption, there are challenges attributing the reads correctly
to different declarations.
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What happens if bulk storage moves to flash? If bulk storage moves to flash, writes
become the fundamental limitation. Datacenters would need to reduce writes in bulk
storage to deploy dense flash. To accomplish this, we need to combine writes. Distributed
storage has different types of writes, such as adding new data, moving data, and regrouping
data. Importantly, these writes do not always conflict, for instance, regrouping and moving
data writes do not conflict. Declarative IO could be expanded to combine writes, by
carefully categorizing each write’s goal. The resulting system could also incorporate lifetime
so new data can also be more intelligently placed, reducing regrouping writes.

7.1.3 Sustainable storage
Finally, we step back and discuss ideas to further reduce storage emissions.

Increasing HDD lifetime. Although in this dissertation, we address increasing flash
lifetimes, we do not try to increase HDD lifetimes. This discrepancy is due to HDDs
dramatic increases in failure rates as lifetime increases. For instance, reported annual
failure rates can double when lifetime increases from three to six year lifetimes [143] as
HDDs enter end of life [106, 107, 260]. We believe that increasing HDD lifetime is possible,
but would require a different approach such as adaptive redundancy or enabling partial
failures can mitigate extra failures caused by extended lifetime. These approaches could
also help flash lifetimes.

Adaptive redundancy was developed to enable lower capacity erasure-coding schemes
during the useful life phase of HDD deployment [143, 144, 145]. For extending device life-
time, a similar idea could ensure durability at older ages — without requiring additional
capacity overhead during the traditional lifetime. This reduction from embodied emis-
sions will have to be balanced with transitioning the erasure codes with age, which causes
additional 1O that stresses bandwidth particularly for denser drives.

Another way to mitigate the increased failure rates is to embrace partial failures. Al-
though storage devices present a fixed capacity, this is not the reality. SSD cells wear out
at different rates. HAMR HDDs can have some lasers fail. Sectors on HDDs can develop
defects. While devices today can handle a limited number of defect failures, the device
must fail if it no longer has the advertised fixed capacity. Thus, these partial failures
are total failures today, causing us to lose usable capacity that we have already paid the
embodied emissions for. We need to reconsider total failure and enable partial failure by
changing the storage stack and how clouds deploy and replace drives. For HDDs partic-
ularly, while we generally know that annual failure rates increase with age [202, 214], we
do not have the telemetry to know exactly why the device failed, limiting our ability to
determine the emission benefits of partial failure. For instance, a HAMR drive with one
laser failing results in a partial failure whereas the drive’s only actuator no longer being
reliable results in a complete drive failure since no part of the device is readable.

Reconsidering which storage media to choose. If we push using fewer, denser devices
to the extreme, we need to consider media typically meant for archival storage: tape [216],
glass [48], and DNA [102, 188]. All of these media have much longer access times, so we
would need workloads that can tolerate these longer access times. The potential benefit is

118



lower emissions. Tape has the potential to lower emissions by 87% per bit [136]. Unfortu-
nately, this estimate does not include the robots and climate control needed to deploy tape,
which significantly offsets its emissions reduction. Both glass and DNA are much denser
than tape, so they have the potential to reduce emissions, but we cannot determine their
emissions potential until more data is available on their lifecycle embodied and operational
emissions, particularly when factoring in their achievable 10.

Better metrics and transparency. To truly build sustainable datacenters, we need to
better understand where carbon emissions come from and how to reduce them so that
systems designers can include sustainability as a first-order metric when considering future
computer systems. Finding up-to-date, accurate carbon emissions estimates is non-trivial.
This difficulty has real consequences, such as not appreciating the impact of storage on
embodied emissions [180]. While this dissertation aims to add some transparency to the
carbon emissions of storage, increasing this knowledge further is essential so that the re-
search community can focus on projects that have the most impact and understand the
trade-offs that are inherent to designing sustainable systems.
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